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Preface

The goal of this study is to determine a feature system that is minimally sufficient to
distinguish all consonants and vowels in the world’s languages. Evidence is drawn
from two databases of transcribed sound inventories, UPSID ( inventories) and
P-base ( inventories).

Feature systems have been offered before that use data from many languages. For
example, Trubetzkoy () cited some  languages, Jakobson et al. () cited
nearly  languages, and Maddieson () used a database of  languages.
However, a fundamental methodological question remains to be addressed: Let
X be a sound from one language and Y a sound from another language. How do
we decide whether X and Y should be treated as the same sound or different sounds?
It is well known that, when X and Y are transcribed with the same phonetic symbol,
there is no guarantee that they are phonetically the same. Similarly, when X and Y are
transcribed with different phonetic symbols, there is no guarantee that they must be
different sounds. Moreover, even if there is phonetic evidence that X and Y are
notably different, there is no guarantee that they cannot be treated as the same sound
in a language. Without a proper answer to the methodological question, generaliza-
tions from cross-language comparisons are open to challenges.

In this study, I offer an answer, using the notion of contrast: X and Y are treated as
different sounds if and only if they contrast in some language (i.e. distinguish words
in that language). For example, [l] and [r] contrast in English (as in lice vs. rice);
therefore, we must represent them with different transcriptions and different fea-
tures. In addition, when [l] and [r] occur in a language where they do not distinguish
words, such as Japanese, we can distinguish them, too (as “allophones”). On the other
hand, if X and Y never contrast in any language, there is no need to distinguish them,
not even as allophones, even if they have an observable phonetic difference. For
example, Ladefoged () observes a difference between [θ] used by English
speakers in California, whose tongue tip is visible, and [θ] used by those in southern
England, whose tongue tip is not visible; but if the two kinds of [θ] never contrast in
any language, there is no need to distinguish them, either in transcription or in
features. Similarly, Disner () observes that the [i] in German has a slightly higher
tongue position than that in Norwegian. But again, if the two kinds of [i] never
contrast in any language, there is no need to distinguish them either. Non-contrastive
differences are not left aside but will be addressed as well, and explanations will be
suggested without assuming feature differences.

I make no prior assumption as to what the system should look like, such as
whether features should be binary or innate. Instead, the proposed method is explicit



and theory-neutral. The work can be laborious to carry out, though: It requires
repeated searches through sound inventories of all available languages in order to
find out whether a difference in phonetics or in transcription is ever contrastive in
any language. In addition, to guard against errors in original sources or in the
databases, we shall re-examine all languages that seem to exhibit an unusual contrast.

The resulting feature system is surprisingly simple: Fewer features are needed than
previously proposed, and for each feature, a two-way contrast is sufficient. For
example, it is found that, if we exclude other factors, such as vowel length and tongue
root movement, a two-way contrast in the backness of the tongue is sufficient; the
same is true for the height of the tongue. This result is quite unexpected, because even
the most parsimonious feature theories, such as Jakobson et al. () and Chomsky
and Halle (), assume three degrees of tongue height, and many assume three
degrees of tongue backness as well. Nevertheless, our conclusion is reliable, in that
the notion of contrast is uncontroversial, the proposed procedure is explicit, and the
result is repeatable.

Representing contrast is not the only purpose for which features are proposed. In
particular, features have been proposed to describe how sounds are made (articula-
tory features) and how sounds form classes in the phonology of a language (class-
based features) as well. This study focuses on contrast-based features for two reasons.
First, contrast lies at the core of phonology. Second, contrast-based data are the least
controversial and are large in quantity and high in quality. I shall attempt to interpret
contrast-based features as articulatory gestures, too, but I shall say little of class-based
features. It has been proposed that contrast-based features, articulatory features, and
class-based features should correspond to each other (Halle ), but that remains
an ideal. Before the ideal is confirmed, differences among the three feature systems,
once highlighted, provide fertile grounds for further research.

x Preface
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Articulator Common name Other terms
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Tip Tip of the tongue Coronal; Tongue blade
Body Body of the tongue Dorsal
Velum Velum Soft palate
Root Root of the tongue Radical
Glottis Glottis Vocal cords; Vocal folds; Laryngeal
Larynx Larynx
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Introduction

A fundamental assumption in phonology is that, at some level of abstraction, speech
is made of a sequence of sounds, or consonants and vowels. Under this assumption,
numerous studies of a language begin by listing its consonants and vowels. The goal
of this study is to determine a minimally sufficient feature system that can distinguish
all consonants and vowels in the world’s languages. Before I introduce the method-
ology in Chapter , it is necessary to address some preliminary questions: What are
speech sounds? What are features? Can we compare sounds and features across
languages? Do we have adequate data for the task?

. Sounds and time

The discovery that words can be decomposed into sounds has made it possible to
create writing systems in many languages, which in turn has had a profound impact
on human civilization. Indeed, according to Goldsmith (: ), phonemic analysis
(the technique for figuring out the consonants and vowels of a language) remains the
greatest achievement in phonology. Nevertheless, a number of questions remain.

.. Segmentation of speech

When we segment speech into consonants and vowels, we encounter two problems.
First, there are prosodic properties, such as tones, that seem to be independent of,
or attached to entities larger than, consonants and vowels. Second, phonetically,
the boundaries between sounds are not always clear, because properties of one
sound often spill into another (and vice versa)—a process called “coarticulation”
in phonetics and “feature spreading” in phonology. For example, in pan, nasalization
(a property of [n]) starts during [æ], not after it. Similarly, the tone of a syllable can
extend to another, or shift from one to another. In response, Goldsmith ()
proposes that speech is made of multiple tiers of features, each tier being autono-
mous. Features on the same tier have their own temporal sequence, but there is no
common temporal sequence across all layers. The conclusion is that speech cannot be
segmented into consonants and vowels. A similar view is expressed by Firth ()

A Theory of Phonological Features. First edition. San Duanmu.
© San Duanmu . Published  by Oxford University Press.



and more recently by Fowler (), who suggests that we should focus on individual
articulatory gestures instead of sounds or segments.

However, some well-known facts will be hard to account for if speech is not made
of a sequence of sounds (after we set aside prosodic properties such as tone and
syllable structure). For example, given two sounds A and B, languages can make a
contrast between AB and BA, such as tax vs. task, cats vs. cast, tea vs. eat, andmap vs.
amp. In addition, it is possible to spell or transcribe speech with a sequence of letters
or phonetic symbols, regardless of the language—a fact that would be quite unusual if
speech is not made of a sequence of sounds. Moreover, language games can manipu-
late (i.e. move, insert, delete, or change) sound-sized units, and such games are found
not only in languages that are written alphabetically, such as Pig Latin in English, but
also in those that are not, such as Chinese (e.g. Chao ; Yip ; Bao b).
Finally, there is no evidence that it is easier to account for feature spreading (or
coarticulation) if we reject consonants and vowels. Indeed, even within the multi-
tiered approach to phonology, a special tier has been proposed that corresponds
to traditional notions of consonants and vowels, such as the CV tier of McCarthy
() and Clements and Keyser (), or the X tier of Pulleyblank () and
Levin (). Therefore, I shall continue to assume that speech is, at some level of
abstraction, made of a sequence of sounds.

.. Granularity of segmentation

A second problem in decomposing words into sounds is the granularity of segmen-
tation: there is no agreement on how large (or small) a sound should be. For example,
is the affricate [ts] one sound or two? Is the diphthong [ai] one sound or two? Is the
triphthong [uai] one sound or three? Is [ʘx] (in the African language !Xóõ) one
sound or two? Should the decisions be made on a language-specific basis? For
example, can [ai] be one sound in some languages and two in others, even if it is
phonetically the same?

Chao () argues that phonemic analysis is inherently ambiguous and a unique
solution is rarely possibly. The ambiguity has made some linguists doubt the reality
of consonants and vowels. For example, after years of working on consonants and
vowels, the prominent linguist Ladefoged (: ) remarks that they are probably
“scientific imaginations” after all.

Nevertheless, many ambiguities are resolvable if additional evidence is taken into
consideration. For example, consider the syllable onset in Standard Chinese. If we
exclude glides, only the following items are found [p ph t th k kh ts tsh tʂ tʂh tç tçh m n f s
ʂ ç x ]. If the affricates [ts tsh tʂ tʂh tç tçh] are single consonants, we see a generaliza-
tion: The Chinese onset allows just one consonant. If affricates are clusters of two
sounds each, the generalization is lost. In addition, we face a new question whose
answer is not so obvious: Why are some consonant clusters allowed while others not?

 Introduction



However, additional evidence is often ignored. As an example, consider two
analyses of Chinese. You et al. () propose that Chinese should not be segmented
into consonants and vowels. Instead, we can treat each rime as a single sound, such
as [au], [ai], [an], and [aŋ]. The advantage, they argue, is that we do not need to
account for contextual variations of vowels (called “allophonic variation” in phon-
emic analysis), such as the variation of [a] in [au], [ai], [an], and [aŋ]. However, they
fail to account for the fact that diphthongs and VC rimes are found in full syllables
only, whereas rimes of unstressed syllables are half as long and have a simple vowel
only (Lin and Yan ). If the difference between full and unstressed syllables
is taken into consideration, it is clear that the former have two rime positions and
the latter just one, so that [au], [ai], [an], and [aŋ] should all be split into two
sounds each.

Next we consider vowels in Standard Chinese. According to Lee and Zee (),
there are six monophthongs (such as [a] in [ma] ‘mother’ and [an] ‘peace’), eleven
diphthongs (such as [ai] in [mai] ‘sell’ and [ia] in [ia] ‘duck’ and [ian] ‘smoke’), and
four triphthongs (such as [uai] in [xuai] ‘bad’). However, the analysis becomes
problematic when we consider evidence from syllable structure. First, [mai] ‘sell’
and [xuai] ‘bad’ form a riming pair, as do [an] ‘peace’ and [ian] ‘smoke’. This means
that [uai] should be divided into [u] and [ai], because [ai] is a unit for riming.
Similarly, [ian] should be divided into [i] and [an], where [an] is a unit for riming.
Second, diphthongs like [ai] and [au] cannot be followed by a consonant, such as
*[ain] or *[aun], whereas simple vowels can, such as [in] and [an]. This means that a
diphthong is equal to two sounds. Thus, evidence from syllable structure suggests
that both diphthongs and triphthongs should be decomposed into simple vowels.
The decomposition yields better phonemic economy, too. For example, without
decomposing diphthongs and triphthongs, there are twenty-one vowels in Standard
Chinese (Lee and Zee ), whereas with the decomposition there are at most six,
including a retroflex vowel (Duanmu : ).

Even if additional evidence is used, its interpretation is not always obvious. Let
us consider two examples. We have just seen that diphthongs can be treated as
two sounds when they are long. However, Cairns (p.c. ) suggests that some
diphthongs are short. The example is New Yorkers’ pronunciation of the vowel in
bath and cab as [æ@]. Cairns considers the vowel to be a short diphthong, because
[æ] is often treated as a “lax” vowel, and lax vowels are usually short in English.
The question is whether this vowel is indeed short. Phonetically, [æ] is clearly a
long vowel (Peterson and Lehiste : ). Phonologically, the New York [æ]
undergoes “tensing” in such an environment (Benua ), and tense vowels
in English are phonologically long, in part because they attract stress (Halle
and Vergnaud ; Hayes ). Thus, there is good evidence that the New
York [æ@] is not a short diphthong but a long one, which can be decomposed into
two sounds.
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Another reported example of short diphthongs is found in Gussmann’s ()
analysis of Icelandic. The argument is that the maximal rime size in Icelandic is VX
(i.e. VV or VC); therefore, in a VVC rime, VV must be a short diphthong. It is worth
noting that in VVC rimes, the C is typically a nasal. Such a case is not new. For
example, Borowsky () observes that in non-final English syllables the rime size is
mostly limited to VX, although some exceptions are found, such as pumpkin, whose
first rime is VCC, and fountain, whose first rime is VVC. In such rimes, the vowel is
followed by a nasal, which can form a nasalized vowel (Duanmu ). Thus, the first
rime in pumpkin is [Ũp] and that in fountain is [aũ], an analysis independently
proposed before (Malécot ; Bailey ; Fujimura ; Cohn ).

The examples show that different decisions on the granularity of segmentation can
yield different consonants and vowels. When we examine databases of sound inven-
tories, therefore, we should not take reported inventories at face value. Instead, we
should be aware of the range of ambiguities and alternative interpretations. In
addition, we should be cautious in drawing certain kinds of generalization, such as
the number of consonants and vowels in a language, the average sizes of phoneme
inventories across languages, or the total number of distinct sounds in all languages.
Moreover, the size of a sound affects its feature analysis, too. For example, if [ʘx] is a
single sound in !Xóõ, its feature analysis would be quite complicated. On the other
hand, in a “cluster analysis” (Traill : –), [ʘx] is made of two sounds,
a bilabial click [ʘ] and a velar fricative [x], and their feature analyses would be
much simpler.

The granularity problem is related to what Chao (: ) calls “under-analysis”
and “over-analysis.” In under-analysis, one treats what are “recognizably compound
sounds” as a single sound, such as treating the affricate [ts] or [tsh] as a single
consonant. In over-analysis, one treats what is “one homogeneous sound” as two
sounds, such as treating the American English vowel [ɚ] as [@] plus [r]. But the terms
“under-analysis” and “over-analysis” imply that (i) there is a “proper” analysis and
(ii) we know what it is. In other words, Chao seems to assume that we already know
what a sound is. The assumption is not obvious, as we shall see next.

.. Defining sounds by time

Given the assumption that speech can be segmented into a sequence of sounds, the
simplest definition of sounds is as in (), with examples in (), where X is a time unit
(McCarthy ; Pulleyblank ; Clements and Keyser ; Levin ). I use
“features” as a cover term for phonetic properties (such as articulatory gestures), to
be elaborated on later.

() Sounds defined by time
A sound is a set of compatible feature values in one time unit.
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() Sample representations of sounds
Single sounds Two-sound units
Simple Complex Diphthong Long vowel
X X XX XX Timing tier
| /\ | | \/
k kp a i i Gestures
[k] [k͡p] [ai] [i:] Transcription

The notion of time is both phonetic and phonological. Phonetically, one sound is
shorter than two sounds of comparable nature and in comparable context. For
example, a short vowel (which takes one time unit) ought to be shorter than a
long vowel or a diphthong (which take two time units each). Phonologically, a
long vowel or a diphthong occupies two rime positions, similar to a short vowel
plus a consonant. This can be demonstrated in some well-studied languages, such
as English and Chinese. In addition, a long sound often shows different phono-
logical behavior than a short one. For example, a long vowel tends to attract stress
but a short one does not (Prince ; Hayes ). Similarly, a vowel may be
lengthened when it carries a contour tone but not when it carries a level tone
(Ward ).

Phonetic duration can be influenced by various factors though, in particular the
phonotactics of a language. For example, an English vowel is shorter before a
voiceless consonant than before a voiced one (House and Fairbanks ; Peterson
and Lehiste ); thus, [I] is shorter in fit than in fig. In addition, high vowels are
shorter than non-high vowels. More striking cases have also been reported, in which
the duration of a two-consonant cluster is similar to that of a single consonant. For
example, Browman and Goldstein (: ) report that in English, the temporal
gesture of labial closure is the same for [p b m mp mb] (as in capper, cabber, cammer,
camper, and camber), “regardless of whether the consonantal portion is described as
a single consonant (/b/, /p/ or /m/) or as a consonant cluster (/mp/ or /mb/).”
Similarly, Maddieson () reports that, while prenasalized stops are found to be
longer than a single consonant in Luganda (Herbert ; ), they have similar
timing patterns to those of single consonants in Fijian. Such cases can sometimes be
explained by the phonology of the given language though. For example, it can be
argued that a prenasalized stop in Luganda is a true consonant cluster (Herbert ;
). In contrast, the Fijian consonant inventory has [p t k], [m n ŋ], and [mb nd ŋg],
but no [b d g] (Dixon : ); therefore, it is possible that the Fijian [mb nd ŋg] are
in fact single consonants [b d g] (Herbert ; ). In English, vowels are
nasalized before a nasal; therefore, the nasal closure itself becomes redundant if
the following consonant can indicate its place of articulation. In other words, the
closure pattern observed by Browman and Goldstein () can be described by a
rule [VNC] → [ṼC], where [NC] is a homorganic cluster.
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Another source of variation in the duration of speech sounds may come from
inconsistent decisions on segmentation. Consider the durational difference between
[A] and [@] in Fig. ., displayed in Praat (Boersma ), using the data of speaker
sa in the Buckeye Corpus (Pitt et al. ).

In the original segmentation (upper tier), [k] does not include the aspiration
portion, but [p] does. In addition, the location of [r] is questionable, since it is fully
voiced, has greater intensity than the stressed vowel [A], and does not match the
auditory impression of the segment. Moreover, the stressed vowel [A] is shorter than
the unstressed vowel [@]. In the alternative segmentation (lower tier), [p] and [k]
have the same end point (right after release but not including aspiration). In addition,
[r] is voiceless, in agreement with a well-known rule that “/w, r, j, l/ are at least
partially voiceless when they occur after initial /p, t, k/” (Ladefoged and Johnson
: ). The phonetics of [A] and [@] now seem more reasonable, too, where [A]
has greater intensity and is longer than [@].

The idea of defining sounds by time has been proposed before. For example,
Trubetzkoy (: ) proposes that the duration of a sound should “not exceed
the duration of the realization of other phonemes that occur in a given language.”
However, Trubetzkoy does not always stick with the time requirement. For example,
he considers diphthongs, triphthongs, and long vowels in English to be single vowels
(Trubetzkoy : ). In contrast, in the present analysis, a diphthong takes two
time units and counts as two sounds, so does a long vowel.

FIG. . Segmentation of ‘(the) projects’ [prAʤ@ks] by speaker sa of the Buckeye Corpus
(Pitt et al. ), displayed in Praat (Boersma ). The upper tier shows the original
segmentation of the Buckeye Corpus. The lower tier shows an alternative segmentation.
Differences between the two segmentation decisions are discussed in the text.
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A sound can be simple, such as [k], or complex, such as [k͡p] ([k] and [p]
pronounced simultaneously). Now if [k] and [p] can form a complex sound [k͡p],
can [a] and [i] form a short diphthong? The answer depends on the meaning of
“compatible feature values” in (), which can also distinguish possible and impossible
complex sounds. There are two cases where feature values are compatible. First, the
features involve independent articulators, such as [+stop] for Dorsal and [+stop] for
Labial in [k͡p]. Second, the features are different, such as [+high] and [+back] for
Dorsal. Two feature values are incompatible if they involve the same feature for the
same articulator, such as [+nasal] and [–nasal] for Velum in [nd] and [–high] and
[+high] for Dorsal in [ai]. In Chapter  we shall see that feature compatibility and
complex sounds can be defined by the No Contour Principle, first proposed by
Duanmu ().

.. Phonemes and allophones

A phoneme is a contrastive sound unit in a language (conventionally delimited by
slashes), and allophones are different realizations of it (conventionally delimited by
square brackets). For example, in English the phoneme /t/ can be realized as [t] in
stop or [th] in top, and the phoneme /æ/ can be realized as [æ] in pad or [æ̃] in pan. In
this sense, allophones, such as [t th], are concrete sounds, while a phoneme, such as
/t/, is an abstract representation of them.

We are interested in possible contrasts in all languages. For example, we would like
to know not just the fact that [t th] belong to the same phoneme in English, but
whether [t] and [th] can ever distinguish words in other languages. Therefore, our
focus is on concrete sounds and possible contrasts among them.

Now if we use data from phonemic inventories, two questions arise. First, if a
phoneme is an abstract entity, how do we know its phonetic content? The answer is
that, as a matter of practice, the symbol for a phoneme is usually the same as that of
one of its allophones. For example, the English phoneme /t/ and its allophone [t]
share the same symbol; so do the phoneme /æ/ and its allophone [æ]. Indeed, some
linguists propose that a phoneme should always be represented by one of its
allophones (Ruhlen ). Whether all linguists follow this practice or not, it is
safe to say that most symbols in a phoneme inventory database correspond to one of
its allophones and represent concrete sounds.

The second question is, when we see a phonemic symbol, how do we know what its
allophones are? For example, when we see the phoneme [t] in English, how do we
know it has the allophone [th]? The answer is that, if two allophones A and B never
contrast in any language, they need not be distinguished. If A and B do contrast in
some language, we will come across them when we examine that inventory. By
examining all inventories available, we are able to identify all possible contrasts,
even without allophonic information from any language.
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. Features and contrast

Features (also called “distinctive features”) are used to serve three main purposes.
First, they are used to represent a categorical difference between two sounds that can
contrast in a language (i.e. distinguish words in that language). Second, they are used
to account for sound classes (often called “natural classes”). Third, they are used to
describe the phonetic properties of sounds.

.. Contrast

There is no question that every contrast must be represented. Therefore, I define
features in (), define contrast in () and give examples in () and ().

() Features defined by contrast
A feature represents a minimal contrast between two sounds.

() Contrast
A contrast is the phonetic difference between one sound pair that can distin-
guish words in a language.

() Examples of contrast in English
Word pair Contrast? Different sound pairs
sip-zip Yes one pair [s]-[z]
sly-cry No two pairs [s]-[k] and [l]-[r]

() Degree of contrast
Minimal [s]-[z] sip-zip
Minimal [s]-[f] see-fee
Non-minimal [s]-[v] set-vet

In (), the difference between sip-zip is provided entirely by that between [s]-[z],
which confirms that [s] and [z] can offer a contrast. On the other hand, the difference
between sly-cry is provided by [s]-[k] and [l]-[r]; therefore, the word pair does not
show whether [s]-[k] or [l]-[r] can provide a contrast alone.

The present notion of features shares some similarity with what Trubetzkoy ()
calls “oppositions.” However, in the present definition, a feature refers to a difference
between two sounds, whereas for Trubetzkoy an opposition can also refer to a difference
between other phonological units, such as between the lengths of two syllables.

Since a contrast is found between a pair of concrete sounds, the difference between
the pair can be defined phonetically, as can features. Such definitions allow us to
determine the degree of differences or similarities between contrastive sound pairs.
For example, the difference between [s]-[z] is the same as that between [f]-[v],
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commonly known as [voice]. Also, it can be shown that [voice] is minimal, in the
sense that it cannot be further divided into two (or more) components each of which
can itself be contrastive. It can be shown, too, that the difference between [s] and [f] is
also minimal, commonly known as the “place” of articulation. On the other hand, it
can be shown that the difference between [s] and [v] is not minimal, in the sense that
it can be divided into two components, [voice] and “place,” each of which can be
contrastive by itself.

A contrast-based definition of features also means that non-contrastive phonetic
differences are not represented by features. For example, the vowels of a child differ
from those of an adult, but such differences do not distinguish words and so are not
represented by features. Similarly, vowels of an average male differ from those of an
average female, and such differences are not represented by features either.

The notion of contrast can be used not only to determine phonemes, as in (), but
also to define allophones, as in ().

() Phonemes
If two sounds contrast (can distinguish words) in a language, they belong to
different phonemes in that language.

() Allophones
Two sounds X and Y (which share some phonetic similarity) are allophones of
the same phoneme in a language if and only if
a. X and Y do not contrast in this language, and
b. X and Y can distinguish words in another language.

Without (b), a phoneme could have an infinite number of allophones. For
example, each individual’s [i] is different from that of another speaker, and every
utterance of [i] by the same speaker is somewhat different. With (b), the number of
allophones of a phoneme is radically reduced. For example, a child’s [i] and an adult’s
[i] are not treated as allophones.

But how do we know whether a difference between two sounds is potentially
distinctive in another language? For example, can a normal vowel and a whispered
one ever contrast in any language? Similarly, can [m] and [ɱ] ever contrast in any
language? Such questions require an examination of large databases of sound inven-
tories, which is the focus of the present study.

.. Sound classes

Features can also be defined by sound classes, which is shown in (); a sound class is
defined in ().

() Features defined by sound classes
A feature represents a minimal similarity shared by members of a sound class.
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() Sound class
A sound class is a set of sounds that behave alike in a phonological pattern.

Sound classes are often called “natural classes.” However, as Mielke () points
out, many sound classes are in fact unnatural, in that there is no discernible common
feature among the members. Therefore, he offers the term “phonologically active
classes” instead. For brevity, I shall use the term “sound classes,” without implying
whether or not they are natural, or phonologically active.

The similarity among members of a sound class is sometimes easy to see. For
example, [b d g] share the similarity of “voiced,” “oral,” and “stop,” [b d g p t k] share
the similarity of “oral” and “stop,” and [b d g p t k m n ŋ] share the similarity of
“stop” only. The similarity in the last set is minimal and involves one feature. The
similarities in the first two sets are not minimal and involve more than one feature.
Sound classes have been used not only to establish features but also to establish
hierarchical relations among features, where all features are organized into a tree
structure (called “feature geometry”). For example, Clements () groups [nasal],
[continuant], and [strident] under a higher node called “manner,” and Sagey ()
and Halle () group “labial,” “coronal,” and “dorsal” under a higher node called
“place.”

However, it is not always clear what constitutes a sound class, or what feature(s)
the members of a sound class share. Let us consider some examples from P-base
(Mielke –), a comprehensive collection of sound classes. For English, [m n ŋ]
are listed as a sound class, because they can nasalize a preceding vowel. There are two
questions, though. First, is there ever a contrast between a nasalized vowel and a non-
nasalized one before a nasal consonant? If not, should vowel nasalization, in this
context, be treated in terms of features? Second, suppose [m n ŋ] do form a sound
class. How many features do they share? It may appear that they share four, [+nasal,
+stop, +voice, +sonorant]. However, it is possible they share just one feature
[+nasal], from which we can predict the other three, the latter being redundant
(see Chapter  on feature specificstion).

Next we consider the plural suffix in English, which can be realized as [s] (as in
cats), [Iz] (as in buses), and [z] (as in fans). P-base considers there to be three sound
classes, one preceding [s], one preceding [Iz], and one preceding [z]. However, it can
be argued that [z] is the default form and only two classes are needed: one triggering
[Iz] and one triggering [s]. In addition, as seen above, even if we have determined a
sound class, it is not easy to tell what defines it. For example, what is the feature that
defines the class that precedes [s]? Is it [–voice] (McMahon ) or is it [+aspirated]
(Iverson and Salmons ; Beckman et al. )?

As a final example, consider the set of English consonants that can occur before [l]
in word-initial position, which are [p b k g f v s ʃ]. P-base lists this set as a sound class,
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but questions can be raised. For example, why are [t] and [d] missing from it? The
reason seems to be dissimilation (both [l] and [t d] are coronals), but why are [s] and
[ʃ] allowed (since they also involve a coronal component)? If dissimilation does not
hold for fricatives, why are [z] and [ʒ] missing? An alternative answer is that word-
initial [s] is a special case, as noted in the literature, as is word-initial [ʃ] (Duanmu
). If we exclude [s] and [ʃ], the remaining set is [p b k g f v], which is a lot easier
to define.

The examples show that analyses of sound classes can be complicated, even for
well-studied languages. To see the extent of uncertainty, consider the forty sound
classes listed by P-base for English. Of those, twenty-seven are based on distributions
at word edges, which are not always a reliable test for sound classes. Of the remaining
thirteen, seven are controversial in various ways. Thus, Mielke () concludes,
correctly in my view, that many apparent sound classes are unnatural, as are features
construed from them. A similar point has been made by Steriade () and Hayes
(), who argue that some phonological patterns are not based on feature-defined
sound classes but can be better accounted for either by function-oriented phonetics
or by constraint interaction. This is not to say that sound classes are not worth
studying. Rather, of the many sound classes collected in Mielke (), many have
not been carefully examined before, if at all. Clearly, they call for a separate study,
which is beyond the scope of the present one.

.. Phonetic properties

Features are also used to represent the phonetic properties of sounds. For example, [f]
can be represented as a labiodental voiceless fricative, where “labiodental” refers to an
articulatory gesture (moving the lower lip against the upper teeth), “voiceless” refers to
an articulatory gesture (lack of vocal-fold vibration) or its acoustic effect (lack of
periodic sound wave), and “fricative” refers to an articulatory gesture (a type of
closure) or its acoustic effect (presence of aperiodic sound wave). This approach has
a long tradition, codified by the IPA (International Phonetic Alphabet) chart, where
sounds are arranged in columns and rows according to their articulatory features.

In the phonetic definition, a feature is a phonetic dimension, which indicates
an articulatory gesture or its acoustic or perceptual effect (Jakobson et al. ;
Abercrombie ; Chomsky and Halle ; Ladefoged ). Each dimension
in turn is divided into two (or more) values or degrees. Some examples are shown in ().

() Features (phonetic dimensions) and their values
Feature Value
Voice Voiced, voiceless
Aspiration Aspirated, unaspirated
Backness Front, (central), back
etc.
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The features “voice” and “aspiration” have two values each. The feature “backness”
(of the tongue) has been divided into two values (front–back) or three (front–
central–back).

However, it is not always clear which phonetic properties are relevant,
or how many degrees a feature should be divided into. Consider Turkish
vowels, whose phonetic and phonological properties are shown in Fig. .
and in ().

() Phonological features of Turkish vowels

Front Back

–round +round –round +round

+high i y ɯ u

–high e œ a o

Phonetically, the Turkish [a] is low and central (or front), but phonologically, it is
a back vowel, and in terms of height it belongs to the same class as [e œ o] (Lewis
). Without phonological data, one might interpret Fig. . literally and arrive at
the analysis in ().

() A phonetic interpretation of Turkish vowel features based on Fig. .

Front Back

–round +round –round +round

high i y ɯ u

mid e œ o

low a

y

o

a

e œ

i m n

FIG. . Phonetic properties of Turkish vowels (Zimmer and Orgun : ). Reproduced
with permission from Cambridge University Press.

 Introduction



However, there is clear evidence that () is a better analysis. Consider the
alternation of the plural suffix, shown in ().

() Alternation of the plural suffix in Turkish

Preceding vowel Plural suffix

Front: [i y e œ] [ler]

Back: [ɯ u a o] [lar]

When the preceding vowel is one of [i y e œ], the plural suffix is [ler], and when the
preceding vowel is one of [ɯ u a o], the plural suffix is [lar]. The pattern is accounted
for if [i y e œ] are front vowels and [ɯ u a o] are back vowels, so that the suffix
assumes the same backness as the preceding vowel. In addition, the pattern suggests
that [e a] only differ in backness and not in height. If [a] is a front vowel, as shown
in (), there is no reason why it changes its height to [e], based on the backness,
not height, of the preceding vowel. The data also show that the backness
difference between [i y] (or between [ɯ u] or [e œ]) has no effect. Clearly, phonetic
properties require reinterpretation when we consider patterns from contrast and
sound classes.

.. Summary

Ideally, features obtained from different criteria (contrast, sound classes, and phon-
etic properties) coincide with one another (Halle ; ); but the ideal remains
to be confirmed.

In this study I shall focus on contrast-based features, with some reference to their
phonetic properties but only occasional references to sound classes. There are several
reasons. First, a contrast-based feature system is the least controversial, because all
linguists agree that every contrast must be distinguished. Second, our data mostly
consist of phonetic symbols, which have encoded a substantial amount of phonetic
information. In particular, the transcription of a sound indicates its key phonetic
properties in relation to those of other sounds. For example, [i] is always the highest
vowel in a language and [e] is always lower than [i]. Third, a contrast-based feature
system must be recognized independently, no matter what patterns emerge from
sound classes. Specifically, if two sounds contrast in a language, they must be
distinguished, with or without information from sound classes. Finally, a contrast-
based feature system can help us interpret phonetic properties. For example, if no
language makes a three-way contrast in backness, we must reinterpret what appears
to be a central vowel as either front or back.
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. Cross-language comparison

Any study that compares sounds across languages is faced with a fundamental
methodological question: Let X be a sound from one language and Y a sound from
another language. How do we decide whether X and Y should be treated as the same
sound or different sounds? Consider Fig. ., which shows four vowels in German
(dotted lines, Jørgensen ) and four in Norwegian (solid lines, Gamnes ),
plotted by Disner (: ).

While both languages use the symbols [i y e ø], the German vowels are systemat-
ically higher, and the German [y] is both higher and less front. Such small
but systematic differences between languages are quite common (Ladefoged ;
Disner ). What is the reason for saying that the Norwegian vowels are the same
as those in German, beyond the fact that they are represented by the same phonetic
symbols, probably for convenience? Should such differences be distinguished at all?

Consider another example, illustrated with the backness of the tongue, shown in
Figure ., where A–D are four vowels in two hypothetical languages, L and L.

If we considered L alone, we may call A front and B back. Similarly, if we
consider L alone, we may call C front and D back. Moreover, if all languages have
only two degrees of backness, we can identify A with C, both being front, and
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FIG. . Four vowels in Norwegian (solid line,  speakers) and German (dotted line,
 speakers), from Disner (: ).
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B with D, both being back, even though there is some difference between A and C,
or between B and D.

However, if there is a language L that has three degrees of backness, as shown in
Fig. ., we have to reconsider the analysis of C.

The vowels E, F, and G seem to be front, central, and back respectively. Given
E and F, it seems more reasonable to consider C to be a central vowel, rather than a
front vowel. Now what if a language has four degrees of contrast in backness? Do we
need to change the analysis of C again? Clearly, cross-language comparisons can be
quite uncertain, because patterns from other languages can often change our con-
clusions. Such questions have been noted before, e.g. by Lass (), who did not
come up with a workable solution.

Linguists differ on how to address such questions. Let us consider three views.
According to the first (e.g. Boas ; Joos ; Ladefoged ; ; Disner ;
Port and Leary ), each language is different and should be analyzed on its own. It
makes little sense to identify sounds in one language with those in another. Nor is it
meaningful to ask how many sounds there are in the world’s languages (unless we
consider each language to have a different set of sounds, which makes the question
trivial). For example, in L of Fig. ., we can call A front and B back, and in L we can
call C front and D back, but it makes little sense to identify A with C, because “front” in
L does not mean the same as “front” in L. However, this approach overlooks some
important questions, such as the maximal number of contrasts in each phonetic
dimension. In addition, this approach fails to appreciate the possibility that a mapping
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GFEL3
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FIG. . Backness of seven vowels, A–G, in three hypothetical languages, L–L, where A–D
are the same as those in Fig. .. Given E and F, the analysis of C needs to be reconsidered:
C seems to be closer to the central vowel F, rather than to the front vowel A or E.
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FIG. . Backness of four vowels, A–D, in two hypothetical languages, L and L. If all
languages have only two degrees of backness, we can identify A with C, both being front,
and B with D, both being back.
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relation can hold between sounds that are not phonetically identical, such as A and
C in Fig. ., if no language has more than two degrees of contrast in backness.

According to the second view, sounds in different languages can be equated to
each other, if we have a universal feature system (e.g. Trubetzkoy ; Jakobson
et al. ; Chomsky and Halle ). However, it remains to be shown how such a
feature system is discerned from inventory databases. In addition, it remains to be
explained why there are small but systematic differences between languages.

According to the third view, features can be derived from physical landmarks in
the vocal tract (the “quantal theory” of Stevens ; ). Therefore, at least some
features can be identified (or equated to each other) across languages. It is unclear,
though, how many degrees of contrast such a theory would predict for each phonetic
dimension, and how well the predictions would fare against available data.

Despite the differences among the views, there is an empirical question that should
be of interest to all: What is the maximal number of contrasts in each phonetic
dimension? By finding the answer, we can evaluate current theories. For example, if
the maximal number of contrasts in backness is two, then it is reasonable to say that
backness can be compared across languages. If the maximal number is more than
two, then the binary-feature theory becomes less attractive and cross-language
comparison becomes less obvious. In this study, therefore, we shall examine the
maximal number of contrasts in every phonetic dimension.

. Adequacy of available data

This study uses two phoneme inventory databases. One is the UCLA Phonological
Segment Inventory Database (UPSID, Maddieson and Precoda ), which con-
tains  inventories. The other is P-base (Mielke –), which contains 
inventories. Compared with the total number of languages in the world today,
estimated to be , (Moseley ), the databases seem small. Therefore, one
might ask whether they are adequate.

UPSID was compiled by selecting one language from each typological group.
Therefore, it is a reasonable representation of the world’s languages. P-base was
compiled by collecting all inventories on which there is a published grammar book at
the libraries of two large universities, Ohio State University and Michigan State
University. It is, therefore, also a good representation of available data. Both data-
bases were mainly based on sources in English.

Some linguists are optimistic with regard to how much we already know. For
example, Ladefoged andMaddieson (: –) offer the following upbeat statement:

We believe that enough is now known to attempt a description of the sounds in all the
languages of the world . . . The “global village” effect means that few societies remain outside
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the scope of scholarly scrutiny. In all probability there will be a sharp decrease in the rate at
which previously unknown sounds are drawn to the attention of phoneticians.

Besides the issue of coverage, other questions have been raised (e.g. Lass ;
Simpson ; Vaux ). In particular, there is the problem of granularity of
segmentation in phonemic analysis. In addition, there is an issue of typographic
convenience, as noted by Ruhlen (). For example, the IPA symbol [a] is intended
to be a low front vowel and [A] a low back vowel, but when a language does not have
both, [a] is often chosen instead of [A]. Similarly, for those who use a typewriter (or a
simple keyboard), [�] may be favored over [ɯ], because [�] can be made with a key
combination ([i] with strikethrough) but [ɯ] cannot. Moreover, different analyses
may choose different symbols to represent phonemes. For example, in P-base,
Spanish has [b d g], but in UPSID they are represented as [β ð ɣ]. Such problems
may be an issue if we are interested in the frequencies or markedness of sounds
(Basbøll ; Brakel ; Calabrese ; Rice ; Clements ), but not if we
are interested in contrasts among different sounds. For example, whether the Spanish
sounds are [b d g] or [β ð ɣ], we may need to distinguish all of them, if some
languages have all of them. Similarly, whether a low vowel is [a] or [A] in a given
language, as long as some language has both, we can capture the contrast. Moreover,
as will be discussed in Chapter , our method aims to identify all inventories that
appear to contain unusual contrasts, and every such case will be examined manually.

. Summary

I have reviewed controversies in defining sounds and features, difficulties in using
databases of phoneme inventories, and problems in cross-language comparisons.
The discussion points to the need to determine the maximal number of contrasts in
each feature (as a phonetic dimension). The result should be of interest to all parties
in the theoretical debate.
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2

Method

This chapter covers the method of the present study, in particular the databases used
and the principles that guide the procedure. I also illustrate the approach with
examples.

. Data

The data consist of two sound inventory databases, UPSID (the UCLA Phonological
Segment Inventory Database, Maddieson ; Maddieson and Precoda ) and
P-base (Mielke –). They are both publically available in electronic form.

The selection method of UPSID was to choose one language per typological group.
The selection method of P-base was to include all “language grammars (written in
English) available in the Ohio State University and Michigan State University library
systems.” Every selected grammar “is based on data collected while the language was
still living” (Mielke : ). A comparison of UPSID and P-base is shown in
Table ., where a token is an occurrence of a phoneme (or its phonetic transcrip-
tion) in an inventory.

Most sources of P-base are books, because its aim is to collect not only phoneme
inventories but also sound classes. In contrast, many sources of UPSID are short
articles that offer little beyond a phoneme inventory. In addition, while both data-
bases converted original transcriptions into a consistent system, UPSID was quite

TABLE . A comparison of UPSID and P-base

UPSID P-base

Inventories  
Phoneme tokens , ,
Coverage One per typological group All grammar books (written in English)
Type of sources Articles and books Mostly books
Reinterpretation Liberal Minimal

A Theory of Phonological Features. First edition. San Duanmu.
© San Duanmu . Published  by Oxford University Press.



liberal at reinterpreting the original transcriptions, whereas P-base aimed at preserv-
ing the transcriptions of the original authors.

Based on complete identity of language names, there is an overlap of about 
inventories between the two databases. Therefore, the total number of different
inventories in the two databases is close to , or  per cent of the world’s
languages, the latter being estimated to be , (Moseley ).

. Guiding principles

As mentioned in Chapter , the goal of this study is to determine a minimally
sufficient feature system that can distinguish all consonants and vowels in the world’s
languages, based on the data in UPSID and P-base. I shall follow three principles,
which I call the Principle of Contrast, Maxima First, and Known Feature First,
defined in ()–() and illustrated below.

() The Principle of Contrast
a. If two sounds A and B can contrast in any language, they must be distin-

guished by at least one feature.
b. If two sounds A and B never contrast in any language, they need not be

distinguished by a feature.

() Maxima First
a. First, search through all languages in order to determine the maximal

number of contrasts in each phonetic dimension. When all dimensions
have been examined, we obtain a maximal feature system.

b. Then, interpret each sound of a language in terms of the maximal feature
system.

() Known Feature First
Unless evidence requires otherwise, use known features first before introducing
a new feature (or a new feature combination) to represent a contrast.

The Principle of Contrast in () is a basic assumption in phonology and is non-
controversial. It can be seen, too, that () and () follow from (), to be explained below.

.. Principle of Contrast

Since contrast is based on words of a given language, the Principle of Contrast is
commonly used in the analysis of individual languages. For example, according to
International Phonetic Association (), in the “broad transcription” of a language,
non-contrastive differences (known as allophonic variations) are ignored.

However, if the Principle of Contrast is limited to individual languages, we face a
problem when we do “narrow transcription” of a language (which captures both
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contrastive and non-contrastive differences), or when we compare sounds from
different languages. For example, in the narrow transcription of English, we typically
distinguish unaspirated [t] as in stop from aspirated [th] as in top. But what if
someone has a slightly longer aspiration in the [th] of top? Should we transcribe it
as [thh]? What is the reason for doing so, or not doing so? What if someone has
slightly less aspiration in the [th] of top? Clearly, unless we have a principled answer,
narrow transcription is both impossible and arbitrary: There are infinitely many non-
contrastive details that are impossible to capture, and any decision on how many
details to capture seems quite arbitrary.

A similar problem arises when we compare languages or dialects. For example,
Ladefoged () observes that, in American English (by speakers of California), the
tongue tip is visible in [θ] (as in thin), whereas in British English (by speakers of
Southern England), the tongue tip is not visible. Similarly, Disner () observes
that the [i] of German speakers has a higher tongue position than [i] of Norwegian
speakers. Should such differences be captured in transcription? Clearly, between
languages and dialects, there are infinitely many small differences that are observable;
but unless we have a theory of what should or should not be represented, phonetic
transcription is both impossible and arbitrary.

Our definition of the Principle of Contrast extends its use from individual
languages to cross-language comparisons. The extension should not be contro-
versial, since it makes the principle easier to falsify and the theory stronger. Our
definition also offers a solution to the problem of transcription. In the narrow
transcription of a language, we should only represent differences that are con-
trastive in another language, not differences that are not contrastive in any
language. For example, [t] and [th] are contrastive in Hindi and should be
represented in the narrow transcription of English. On the other hand, there is
no known contrast between [th] (regular amount of aspiration) and [thh] (extra
amount of aspiration); therefore, there is no need to distinguish the two in any
language.

The problem in cross language comparison has a similar solution. For example, if
the difference between protruded [θ] (in American English) and non-protruded [θ]
(in British English) is contrastive in any language, the two sounds must be distin-
guished. Otherwise, there is no need to represent the difference. Similarly, consider
“linguo-labial” (or “apical-labial”) consonants, which have been reported in some
languages (Postal ; Tryon ; Maddieson ; Ladefoged and Maddieson
; Olson et al. ). A linguo-labial consonant is similar to an interdental
consonant, except that in the former the tongue tip is further forward so that it
touches the upper lip. Acoustically, linguo-dentals are similar to interdentals, too
(Maddieson : ). Should we distinguish linguo-dentals from interdentals or
consider them to be variants of the same sounds? The answer again lies in contrast: If
linguo-dentals and interdentals can contrast in any language, they must be
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distinguished. If linguo-dentals and interdentals never contrast in any language
(Ladefoged and Maddieson : ), they need not be distinguished.

This is not to say that non-contrastive differences are completely ignored. Rather,
as I shall suggest in Chapter , there are explanations for non-contrastive differences,
without resorting to feature differences.

There is good evidence for the Principle of Contrast. Consider the examples in
Figs .–., where the height and backness of the tongue are reflected by F and
F values.

Figure . shows eight vowels by two female speakers of American English. It can
be seen that some corresponding vowel pairs are quite different phonetically, yet their
differences are ignored, since neither speaker considered the other to have any
accent. Similarly, Figure . shows that, while vowels of speakers of the same
language differ a lot, the differences are ignored and the ten vowels remain distinct.
Figure . shows that even for the same speaker, what are heard as [i u A] by phonetic
transcribers in fact vary a lot, which shows again that non-contrastive phonetic
differences can be (and are) ignored.

.. Maxima First

The idea of Maxima First is not entirely new. For example, one might consider the
IPA chart to be a maximal system of contrast, which offers a sufficient number of
contrasts in each phonetic dimension. However, the IPA is the result of piecemeal
development, not of a coherent theory of contrast. In particular, it is a system for
representing conceivable differences, rather than a system for representing contrasts.
As a result, the IPA offers far too many distinctions than warranted by contrast. For
example, consider backness among unrounded high vowels. The IPA distinguishes
nine degrees of backness, [i]̟-[i]-[i]̱-[�]̟-[�]-[�]̱-[ɯ̟]-[ɯ]-[ɯ̱]. It can be shown that no
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FIG. . [i I ɛ æ A ɒ ʊ u] by two female speakers of American English, measured by San
Duanmu. Neither speaker thought the other had a different accent.
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FIG. . Contextual variation of three vowels (twenty tokens each) by one female speaker of
American English. The vowels were narrowly transcribed as [i], [A], or [u], spoken by speaker
sa from Columbus, Ohio, in the Buckeye Corpus (Pitt et al. ; measured by San
Duanmu).
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language has so many degrees of contrast in backness. Therefore, to establish a
minimally sufficient system of contrasts, we need to determine the maximal number
of occurring contrasts in each phonetic dimension, by searching through all available
inventory databases.

Maxima First interacts with Known Feature First, in that when a language seems to
show a larger than expected number of contrasts in a feature, we need to ask whether
the contrasts can be represented with two (or more) known features.

.. Known Feature First

The main function of Known Feature First is to minimize redundancy in representation:
If a difference is already represented, we do not need to represent it again in another way.
For example, consider the difference between [ə] and [U] in English, shown in ().

() Representing the difference between [ə] and [U] in English

Feature Stress

[ə] Central Unstressed

[U] Back Stressed

In transcriptions that distinguish [ə] and [U], [ə] appears to be central and [U]
back. However, [ə] is an unstressed vowel and [U] a stressed one. Since the distinction
is already represented by stress, there is no need to represent it again by a feature (or
an extra degree in the feature backness).

Next we consider vowel length. There are two ways to represent the difference
between a long vowel and a short one, shown in ().

() Representing vowel length
Property of sound Property of structure
Short Long Short Long
[i] [i:] [i] [i]

| /\
X XX

In some analyses, such as Kashmiri in UPSID, vowel length is seen as the property of
the sound, which needs to be represented by a feature. In other analyses, vowel length is
represented by structure, i.e. timing slots (or mora count), where a short vowel has one
and a long vowel has two. If timing slots are independently motivated (Goldsmith
; McCarthy ; Pulleyblank ; Levin ), we can represent vowel length in
all languages with timing slots, with no need for an additional length feature.

Finally, consider vowel height (or factors that affect vowel height). Two options are
shown in ().
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() Representing vowel height (ATR = advanced tongue root)
 feature  features

[i] high  +high, +ATR
[I] high  +high, –ATR
[e] high  –high, +ATR
[ɛ] high  –high, –ATR

If we use one feature, we need a four-way contrast in height. If we use two features,
[high] and [ATR] (Jakobson and Halle ; Ladefoged ; Stewart ; Halle
and Stevens ; Perkell ; ; Lindau ; Wood ; Vaux ;
Kenstowicz ; Allen et al. ), we need a two-way contrast in each. It can be
shown that in some languages, such as Kinande (Kenstowicz ) and Yoruba
(Allen et al. ), two features are required. Therefore, unless there is evidence
otherwise, we can use the same representation for other languages, without using a
four-way contrast in height.

Besides minimizing new features, Known Feature First can also minimize new
feature combinations. For example, consider the contrast between [l] and [ɬ]. There
are two ways to represent the difference, shown in (), where [lat], [asp], and [fric]
are abbreviations for [lateral], [aspirated], and [fricative] respectively.

() Representing the contrast between [l] and [ɬ]
[l] [ɬ]

Analysis  [+lat, +voice, –asp] [+lat, –voice, +asp]
Analysis  [+lat, +voice, –asp, –fric] [+lat, –voice, +asp, +fric]

Laterals are normally sonorant, and sonorant sounds can be voiceless and aspir-
ated (or breathy), such as voiceless nasals or breathy vowels. Therefore, the feature
combination in Analysis  is not controversial. In contrast, in Analysis , not only is
[fricative] redundant, but the combination of [+lateral] and [+fricative] is new.
Therefore, unless there is evidence otherwise, we should prefer Analysis .

.. Summary

I have introduced three principles, of which the Principle of Contrast is the most
important, from which the other two follow. For example, suppose there are two
languages L and L, where L has [i] but not [i]̱, and L has [i]̱ but not [i]. How do
we decide whether the two sounds are the same or different? Based on the Principle
of Contrast, we would search through all inventories and see if [i] and [i]̱ contrast in
any inventory.

Now if we find a language that has both [i] and [i]̱, then we are sure they are
different. But is [i]̱, whose tongue position is further back than [i], different from [�],
whose tongue position is further back still? On the basis of the Principle of Contrast,
we need to find out whether there is a language in which [i]̱ contrasts with [i] to one
side and [�] to the other. In other words, we need to find out whether any language
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has a three-way contrast in [i]-[i]̱-[�]. Clearly, soon we would be asking for the
maximal number of contrast in backness, and this is what Maxima First is for. In
other words, Maxima First follows from the Principle of Contrast.

Known Feature First follows from the Principle of Contrast, too. As mentioned
above, the main function of Known Feature First is to minimize redundancy in
representation. Consider [ə] and [U] in English again, repeated in ().

() Representing the difference between [ə] and [U] in English

Feature Stress

[ə] Central Unstressed

[U] Back Stressed

Since the difference between [ə] and [U] can be represented by stress, and since
stress is independently motivated, there is no additional contrast between [ə] and [U].
And since features are based on contrast, when there is no contrast, there is no basis
for using a backness feature here, or introducing a new degree in backness.

. Interpreting transcription errors

It is hardly possible to build a large inventory database that is error-free. Some errors
come from original sources that are hard to verify. Some errors come from non-
optimal analyses. Some errors come from clerical oversight. Such errors have been
pointed out before (Simpson ; Vaux ) and are thought to undermine the value
of inventory databases. Fortunately, given the Principle of Contrast, many errors can be
spotted and properly interpreted, leaving little adverse effect. As an example, consider
the transcription of [d] and [ð]. A number of possible cases are shown in ().

() Transcriptions and contrast between [d] and [ð]

Languages Transcription Comment

L [d] Has [d] only; no error

L [ð] Has [ð] only; no error

L [d] → [ð] Has [d] only, miswritten as [ð]

L [ð] → [d] Has [ð] only, miswritten as [d]

L [d (ð)] [d ð] are allophones; [d] is chosen

L [(d) ð] [d ð] are allophones; [ð] is chosen

L [d], [ð] [d] and [ð] contrast; no error
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L and L have no error, but they cannot tell us whether [d] and [ð] are the same
or different, since neither language has a contrast between the two sounds. However,
L offers the answer, where [d] and [ð] are different, because they contrast there. In
L [d] is miswritten as [ð], and in L [ð] is miswritten as [d]; but the errors are
limited to the given languages, and they have little impact on the general question of
whether [d] and [ð] are the same or different, since we have the answer in L already.
In L and L, [d ð] are allophones, and only one is chosen to represent the phoneme.
Simpson () argues, correctly, that it is not easy to decide which allophone ought
to be chosen. In addition, he argues that choosing a single symbol to represent a set of
allophones means a massive loss of phonetic details. However, as far as the repre-
sentation of contrast is concerned, the problem has little effect. As long as there is a
language like L, we know that [d] and [ð] are different. And if there is no language
like L, [d] and [ð] need not be distinguished in any language. The same argument
applies to any other pair of symbols.

. Searching for maxima

To determine the maximal number of contrasts in each phonetic dimension, we
follow the procedure in ().

() Search procedure for the maximal number of contrasts
a. Extract a complete list of distinct transcriptions (sound types).
b. Group the list of sound types according to their phonetic properties.
c. Look for the maximal number of contrasts in each phonetic dimension.
d. Extract all cases that seem exceptional or controversial (such as a three-way

contrast in any phonetic dimension, or features with very low frequencies).

For illustration, let us consider backness in UPSID. There are  vowel types
(distinct vowel transcriptions). Following Maddieson (), let us make a distinc-
tion between basic vowels (what he calls “basic monophthongs”) and other vowels.
The former involve tongue positions and lip rounding only. The latter also involve
length, nasalization, laryngeal features, diphthongs, and some other cases. In UPSID,
there are thirty-eight basic vowels, shown in Table ..

A three-way contrast in backness is shown by twelve triplets, which are listed
in (). In each triplet, the three sounds differ in backness only.

() Twelve contrastive triplets in backness, from Table .
[i � ɯ], [I I Ɯ], [e ̝ ə ̝ ɤ ̝], [e ə ɤ], [ɛ ɜ U], [æ ɐ ɐ ̱], [a a ̱ A]
[y ʉ u], [ʏ ʊ ʊ], [ø ̝ ɵ ̝ o ̝], [ø ɵ o], [œ ɞ O]

Next, we search through all inventories to identify languages that contain one or
more of the triplets. Three languages are found, with one triplet each, shown in ().
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() Language Triplet found
Moro [e ə ɤ]
Nimboran [i � ɯ]
Woisika [a a ̱ A]

The three languages, and their sources, are then examined in order to evaluate the
validity of the data.

. Interpreting exceptions

To be exhaustive, we cast a wide net and define exceptions broadly. Any feature, or
any extra degree of contrast in a feature, that is controversial is treated as an
exception and collected. In addition, we collect cases that are infrequent or statistic-
ally rare. For example, all vowels with the feature pharyngealized are collected,
because the feature is rare and overlaps with the feature “retracted tongue root.”
Similarly, all cases of three-way contrasts in any feature dimension are collected,
because they are far less frequent than two-way contrasts.

When interpreting exceptions, we follow two principles given above: the Principle
of Contrast and Known Feature First. For illustration, let us consider vowels in
Woisika, where we found a three-way contrast in backness. According to UPSID,
Woisika has the vowels in Table ., where the diacritic marks [ _ ] and [+] on [i e u
o] are not contrastive and can be ignored.

The low vowels [a a ̱ A] seem to form a backness triplet. However, the original
source, Stokhof (: ), gives the vowel inventory in Table ..

In Stokhof ’s analysis, there is no three-way contrast in backness among low
vowels. In particular, “/ae/ and /ao/ are tension irrelevant”, while /ȃ/ and /a/ differ
in tenseness. Therefore, three binary features “round,” “back,” and “tense” suffice to

TABLE . Thirty-eight basic vowels found in UPSID; four
empty positions represent vowels not found

Front Central Back

High i y � ʉ ɯ u
High (lower) I ʏ I ʊ Ɯ ʊ
Mid (higher) e ̝ ø̝ ə̝ ɵ̝ ɤ̝ o̝
Mid e ø ə ɵ ɤ o
Mid (lower) ɛ œ ɜ ɞ U O
Low (raised) æ ɐ ɐ̱ ɐ̱w

Low a a̱ A ɒ
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distinguish the low vowels. This is shown in Table ., where IPA transcription is
added. We also follow Stokhof and leave open the tense value for /ae/ and /ao/.

The analysis follows from Known Feature First: Since [tense] is already used in this
language (possibly related to “advanced tongue root” in other languages), we should
prefer this feature to a new feature value, “central.” The analysis shows that Woisika
is not a compelling case for a three-way contrast in backness. It is possible that
another language will be a compelling case. It is also possible that no language is. In
the following chapters we shall examine every phonetic dimension in UPSID and
P-base, and check every exceptional case.

It may appear that the reinterpretation of exceptional cases is very easy to do, and
one may wonder if the process is too liberal. There are, however, strict conditions on
the reinterpretation though. First, the reinterpretation observes the Principle of

TABLE . Vowel inventory in Woisika, as given in UPSID

Front Central Back

High I, i_ ʊ, u+
Mid ɛ, e_ O, o+
Low a a̱ A, ɒ

TABLE . Reanalysis of low vowels in Woisika,
where the value “central” is not needed for backness

Stokhof ae ȃ a ao
IPA æ a A ɒ
Round – – – +
Back – + + +
Tense + –

TABLE . Vowel inventory in Woisika, as given in
Stokhof (: ). Tense vowels are indicated by [ˆ]

front central back

lax tense lax tense lax tense

high i î u û

mid e ê o ô

low ae a â ao

unrounded rounded
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Contrast. Second, it preserves the original relationship among the sounds. For
example, if two sounds A and B contrast in tongue height where A is higher than
B, the reinterpretation must preserve the relation. Third, the reinterpretation is
limited to one degree of change in the same phonetic dimension. For example, [æ]
can be reinterpreted as [ɛ] (one degree higher) but not [e] (two degrees higher). Thus,
reinterpretation is highly restricted. There is no guarantee this can always be done.
When it appears to be easy to do, it is likely because the original transcriptions are not
compelling and reasonable alternative analyses are available.

. Summary

I have introduced the data and the method of the present study. Our method follows
three principles, the Principle of Contrast, Maxima First, and Known Feature First,
given in ()–(). The Principle of Contrast is fundamental to phonology and is not
controversial; it determines which phonetic properties need to be represented by
features and which not. Maxima First states that, to offer a feature analysis in any
language, we must first examine all languages and determine the maximal number of
possible contrasts in every phonetic dimension. Known Feature First minimizes
theoretical redundancy, so that if a contrastive property can be represented by a
feature known to be needed, there is no need to create a new representation (a new
feature, feature value, or feature combination) for it.

I have also shown that Maxima First and Known Feature First follow from the
Principle of Contrast: To determine whether two sounds contrast and what their
contrastive difference is, we must first determine what features there are and the
maximal number of contrasts in each feature (hence Maxima First). In addition, if a
contrastive difference between two sounds A and B can be represented by a known
feature and so there is no extra contrast between A and B, there is no basis for
introducing a new feature for them (hence Known Feature First).

Finally, I have illustrated how the proposed method works. Exceptions are defined
broadly, a wide net is cast, and anything that seems controversial is identified and
collected exhaustively. All exceptions are then examined individually, under the
Principle of Contrast. We now move on to chapters that report the actual analyses
of the data and the results.
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3

Vowel contrasts

This chapter analyzes vowel contrasts in UPSID and P-base. I begin with a detailed
examination of vowels in UPSID. Then I examine vowels in P-base, abbreviating
cases that are similar to those in UPSID and focusing on additional contrasts not
reported in UPSID.

. Vowels in UPSID

Following Maddieson (), I divide vowels into a “basic” and a “non-basic” set.
Basic vowels are monophthongs that involve tongue positions and lip rounding only.
Non-basic vowels can be divided into further categories based on what additional
properties they have, such as nasality, length, breathiness, or diphthongs. Table .
shows vowel categories in UPSID, where a “type” refers to a distinct transcription. If a
vowel falls under two (or more) categories, it is arbitrarily included in just one. For
example, nasalized diphthongs are included in “diphthong” and not in “nasalized”;
this is because every category is accounted for, so it does not matter which category
nasalized diphthongs are grouped with. A token is an occurrence of a transcription.
A type is a distinct transcription, regardless of how many times it is found.

I shall examine all cases that involve uncommon or controversial contrasts.
For example, “pharyngeal” and “extra-short” vowels are uncommon, which will be
examined. In addition, some linguists believe that no feature needs a three-way
contrast (e.g. Jakobson et al. ; Chomsky and Halle ); therefore, all cases of
three-way contrast will be examined.

I assume that diphthongs count as two vowels each, and that long vowels are
linked to two timing slots or moras (Chapter ); therefore, they require no further
discussion. In addition, nasalization, creakiness (called “laryngeal” in UPSID), and
breathiness are well-known and non-controversial features that can be added
to other vowels; therefore, they too require no further discussion. We shall examine
all other categories: “basic,” “extra-short,” “pharyngeal,” “voiceless,” “retroflex,” and
“fricative” vowels.

OUP CORRECTED PROOF – FINAL, 15/2/2016, SPi

A Theory of Phonological Features. First edition. San Duanmu.
© San Duanmu . Published  by Oxford University Press.



.. Basic vowels

Features for basic vowels in UPSID are similar to those in its predecessor, the
Stanford Phonology Archive (Crothers et al. ). They include (i) three degrees
of backness, (ii) two degrees of height for high vowels, (iii) three degrees of height for
mid vowels, and (iv) two degrees of height for low vowels. The system yields a table of
seven rows and six columns, shown in Table .. We examine the controversial
aspects of this system, which are properties (i), (iii), and (iv).

Seven of the basic vowels in UPSID have an additional diacritic symbol and do not
fit into the table. An examination shows that none of them contrasts with a regular
vowel. The result is given in Table ..

In each case, the vowel with a diacritic does not contrast with one without. For
example, [e ̝_] is found in Khalkha and Karen; Khalkha does not have [e] and Karen
does not have [@]. Following the Principle of Contrast, the special symbols can be
replaced by regular ones. In fact, some symbols in our analysis are used by other
authors. For example, Stokhof (: ), the source for Woisika, uses [e o] rather

TABLE .  basic vowels in UPSID. Vowels in parentheses are
not found

Front Central Back

High i y � ʉ ɯ u
High (lower) I ʏ I ʊ Ɯ ʊ
Mid (higher) e ̝ ø ̝ @̝ ɵ̝ ɤ̝ o̝
Mid e ø @ ɵ ɤ o
Mid (lower) ɛ œ ɜ ɞ U O
Low (raised) æ (æw) ɐ (ɐw) ɐ̱ ɐ̱w

Low a (aw) a̱ (a̱w) A ɒ

TABLE . Vowels in UPSID. The category “laryngeal” is also called
“creaky” in the literature. Categories with * are examined below

Category Type Token

Basic*  ,
Diphthong, long  
Laryngeal, breathy  
Nasalized  
Extra-short (overshort)*  
Pharyngeal*  
Voiceless*, retroflex*, fricative *  
All  ,
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than [e_ o+]; Jones (: ), the source for Karen, uses [@], rather than [e̝_]; and for
Mandarin, Duanmu () uses [ɤ] instead of [ɤ ̝+].

Next we consider the interpretation of [i-] as [ɯ̺] (an apical [ɯ]). The source,
Priest (: ), transcribes the vowel as [�] but describes it as “high, close, front,
unrounded vowel with friction and back tongue rounding or grooving”. If backness is
a property of the tongue body, there is a problem with the description: its “front” part
requires the tongue body to be front, while its “back” part requires the tongue body to
be back, but it is impossible for the tongue body to be both front and back at the same
time. If [�] is [ɯ̺], there is no problem. In [ɯ̺], the tongue body is indeed back (for
[ɯ]), while the tongue tip is front. Since the gestures involve different articulators,
they are compatible. Alternatively, the sound could simply be [ɯ]: In Priest’s own
transcription, Siriono has five oral vowels [i � u e o a] (plus their nasal counterparts),
where there is no contrast between [�] and [ɯ].

Let us now consider three-way contrast in backness and height. For backness,
there are twelve triplets, shown in ().

() Triplets for three-way contrast in backness
[i � ɯ], [I I Ɯ], [e ̝ @ ̝ ɤ ̝], [e @ ɤ], [ɛ ɜ U], [æ ɐ ɐ]̱, [a a ̱ A]
[y ʉ u], [ʏ ʊ ʊ], [ø ̝ ɵ ̝ o ̝], [ø ɵ o], [œ ɞ O]

We search through the  inventories in UPSID for each of the triplets. Three are
found, each in one language, shown in ().

() Backness triplets found in UPSID
Triplet Found in
[e @ ɤ] Moro
[i � ɯ] Nimboran
[a a ̱ A] Woisika

We have seen in Chapter  that Woisika does not need a backness triplet. The case
in Moro is weak, too. According to UPSID, Moro has seven vowels [i u e @ ɤ o a].

TABLE . Seven “basic” vowels that have an additional diacritic, none of which
contrasts with a more common vowel without a diacritic

Vowel Description Languages Inventory Analysis

e ̝_ Retracted [e̝] Khalkha, Karen No [e] or [@] [e] or [@]
e_ Retracted [e] Woisika No [e] [e]
ø ̝_ Retracted [ø ̝] Malakmalak No [ø] [ø]
ɤ̝+ Fronted [ɤ̝] Mandarin, Hmong No [ɤ] [ɤ]
o̝+ Fronted [o ̝] Khalkha No [o] [o]
o+ Fronted [o] Woisika No [o] [o]
i- Velarized [i] Siriono No [ɯ] [ɯ̺]
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However, according to the source, Black and Black (), [@] is not a full phoneme:
It is found in unstressed syllables only. Therefore, [e ɤ] are the only vowel phonemes
that are mid and unrounded, and there is no three-way contrast.

Finally, consider Nimboran, which has six vowels [i � ɯ e ɤ a], all of which are
unrounded (Anceaux : ). The backness triplet is supposed to be [i � ɯ].
However, according to the source (Anceaux : –), for some speakers [�] is
“rather tense” and “backed,” whereas [ɯ] is slightly lowered. This means that [� ɯ]
could differ in tenseness, while both being back and high.

The discussion shows that there is no compelling evidence for a three-way contrast
in backness. Next, we consider three-way contrast in height among mid vowels.
There are six such triplets, shown in ().

() Six contrastive triplets in height among mid vowels
[e̝ e ɛ], [ø ̝ ø œ], [@̝ @ ɜ], [ɵ ̝ ɵ ɞ], [ɤ ̝ ɤ U], [o̝ o O]

An exhaustive search through UPSID yields just two of the triplets, shown in (),
both from the language Klao.

() Height triplets for mid vowels found in UPSID
Triplet Found in
[e ̝ e ɛ] Klao
[o̝ o O] Klao

According to UPSID, Klao has nine oral vowels, all of which except [e ̝ o ̝] have a
nasal counterpart. The oral vowels are shown in ().

() Oral vowels in Klao, as given in UPSID
High i u
Mid (higher) e ̝ o ̝
Mid e o
Mid (lower) ɛ O
Low a

However, in the source, Singler (: ), the oral vowels are transcribed as in (),
where [e o] have “expanded pharynx” and [e ̣ o ̣] have non-expanded pharynx.

() Oral vowels in Klao, as given in the source (Singler : )
Non-back Back

High i u
Mid e e ̣ o o ̣
Low ɛ a O

According to Singler (), [ɛ O] are not mid but low vowels. Therefore, there is
no three-way contrast in height among mid vowels.
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Before we move on to another feature, let us also examine the height contrast
among low vowels, which is less common than that among high or mid vowels. In
Table ., there are four pairs of low vowels that contrast in height, repeated in ().

() Transcribed low vowel pairs that contrast in height
[æ a], [ɐ a ̱], [ɐ ̱ A], [ɐ ̱w ɒ]

A search through UPSID shows that only the pair [ɐ a ̱] is found. Only seven
languages contain it, shown in ().

() Languages in UPSID that contain [ɐ a ̱]
Amo, Dizi, Kam, Mazahua, Nunggubuyu, Ogbia, and Vietnamese

Let us examine each case. As before, following the Principle of Contrast, we ask
whether the extra contrast is warranted. Some possibilities are shown in ().

() Alternative analyses of [ɐ a ̱]
Analysis Example Comment
[U a] Amo [a] is low but [U] is mid.
[a A] Kam The contrast is in backness (not in height).
[a a:]/[A A:] Nunggubuyu The contrast is in length (not in height).

According to Di Luzio (: ), a source of UPSID, Amo has six vowels, shown in
(), where only one is low. Both the features and the phonetic symbols are in the
original.

() Vowel phonemes in Amo, as given in Di Luzio (: )
High Center Back

High i u
Low–mid e ö o
Low a

However, UPSID lists ten vowels for Amo, shown in (), “on the basis of field
work by L. Hyman and analysis of tape recordings.”

() Vowel phonemes in Amo, as given in UPSID
High Central Back

High i u
I ʊ

Mid e̝ o ̝
ɛ O

Low ɐ
a ̱

 Vowel contrasts



Still, it can be seen that there is no mid vowel [U], [ɤ], or [@]. Therefore, we can
represent the contrast between [ɐ] and [a] as [–low] and [+low], instead of [+low,
+raised] and [+low, –raised].

Dizi has six vowel phonemes, given in UPSID as [i e a ̱ ɐ o u]. Again, there is no [U],
and we can consider [ɐ] to be [U]. Indeed, this is the analysis of Allen (), the
source of UPSID, shown in (), where there is just one low vowel.

() Vowel phonemes in Dizi, as given in Allen (: )
High [i u]
Mid [e U o]
Low [a]

Kam has seven vowels, given in UPSID as [i e ɐ a ̱ @ o u]. However, Yang ()
transcribes [ɐ a ̱] as [a A] instead, which differ not in height but in backness. There
is some evidence for Yang’s analysis. Consider vowel alternation conditioned by
tones, shown in (). Tones are orthographically marked with a consonant at the
end of a syllable (-s, -t, -x, -l, -p, -c, etc.). The pitch values of the tones need not
concern us.

() Vowel alternation conditioned by tone, when the coda is [p], [t], or [k]
Tones -s -t -x -l -p -c
Mid vowel [e] [@]
Low vowel [a] [A]

We see an alternation between the mid vowels [e] and [@], where [e] occurs with
the tones -s, -t, and -x and [@] occurs with the tones -s, -t, and -x. Similarly, there is
an alternation between the low vowels [a] and [A]. The [e]–[@] difference is one
of backness. Therefore, it would be natural if the [a]–[A] difference is one of
backness, too.

Mazahua has nine oral vowels and six nasal vowels. In UPSID they are transcribed
as [i e̝ ɛ a ̱ ɐ @ O o ̝ u] and [ĩ e ̝ ̃ a ̱̃ @̃ o ̝̃ ũ]. However, the source, Spotts (: ),
transcribes the oral vowels as in (), where [U] is mid (changed to [ɐ] in UPSID) and
[a] is the only low vowel.

() Oral vowels in Mazahua, as given in Spotts (: )
i u
e @ o
ɛ U O

a

Nunggubuyu has four vowels, given as [i a ɐ Ɯ] in UPSID, all being unrounded.
However, in one of the sources, Hughes and Leeding (), the vowel inventory is
given as in (), where [æ] is in parentheses for being “rare.”
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() Vowels in Nunggubuyu, as given in Hughes and Leeding (: )
Front –round Central –round Back –round

High close
High open i u
Low close (æ) a
Low open a:

Note that [a a:] differ in length. As Hughes and Leeding (: ) point out, [a:] is
not only long but is the only vowel that always attracts stress. If we assume a length
contrast, there is no need to assume a height contrast for [a a:]. In fact, Heath (),
another source for Nunggubuyu, argues that not only can [a] be long, but [i u] can as
well. In other words, Nunggubuyu has six vowels, [i a u i: a: u:] (Heath : ).
However, Heath (p. ) also points out that “length contrasts are of very little
functional interest,” because “only a handful” of minimal pairs can be found.

Ogbia has ten vowels, given in UPSID as [i e ̝ a o ̝ u I ɛ ɐ O ʊ]. However, the source,
Williamson (: ), transcribes them as [i e a o u I ɛ U O ʊ], where [a] is the only low
vowel. There seems to be no need to revise the original transcriptions.

Vietnamese has fourteen vowels, three of which are diphthongs. The monoph-
thongs are given in UPSID as [I e ̝ ɛ a ̱ ɐ U O ɤ ̝ o ̝Ɯ ʊ]. In the source, Thompson (:
), they are given as in (). The feature labels are as in the original. I have converted
the transcription to IPA but kept the original ones for the three low vowels.

() Vietnamese monophthongs, as given in Thompson (: )
Front –round Central –round Back +round

High i ɯ u
Mid (upper) e ɤ o
Mid (lower) ɛ O
Low (upper) â ă
Low (lower) a

UPSID has converted Thompson’s “upper low” [ă] to the lower mid back vowel
[U]. This seems reasonable, since Thompson says that it is similar to the vowel
in the English word but. UPSID has also converted Thompson’s front low vowels
[â a] to central [ɐ a ̱], which need not concern us. What is relevant is that, as
Thompson points out, there is a length difference between [â a], where [â] is “very
short” and only occurs in a closed syllable (one that ends in a consonant). Therefore,
an alternative is to interpret the contrast between [â a] (or between [ɐ a ̱] in the
transcription of UPSID) as one of length, rather than one of height. In this regard, it
is interesting to consider yet another analysis, that of Ngo (), shown in (),
which makes use of a length contrast for two vowel pairs. The two short vowels are
mentioned by Thompson () as well.
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() Vietnamese monophthongs, as given in Ngo (: )
Front Central Back

High i ɯ u
Mid e @ @: o
Low ɛ a a: O

A comparison of the three analyses is shown in (), where we focus on four vowels
that are of most relevance.

() Different analyses of three Vietnamese vowels
Thompson () ɤ ă â a
UPSID ɤ ̝ U ɐ a ̱
Ngo () @: @ a a:

In summary, in UPSID, there is no compelling evidence of three-way contrast in
any vowel feature, if we treat high, mid, and low as separate features. In addition,
evidence for a height contrast among low vowels is inconclusive, since alternative
analyses are available. Thus, the inventory of basic vowels in UPSID can be reduced
from Table . to Table ., where the vowel [Œ] is not found in UPSID.

It can be seen from Table . that the vertical axis offers five degrees of contrast.
This dimension remains odd in feature theory, since there is very little evidence that
we need more than a two-way contrast in any other dimension; yet all previous
studies agree that we need no fewer than five degrees of contrasts here. Some linguists
have attempted to address the problem by decomposing the vertical axis in Table .
into three features, such as [high], [low], and [tense] (Chomsky and Halle ), as
shown in ().

() Decomposing multiple contrasts into multiple binary features
UPSID term Binary features
High [+high, –low, +tense]
High (lower) [+high, –low, -tense]
Mid [–high, –low, +tense]
Mid (lower) [–high, –low, –tense]
Low [–high, +low]

TABLE . Basic vowels in a contrast-based analysis of UPSID

Front Back

High i y ɯ u
High (lower) I ʏ Ɯ ʊ
Mid e ø ɤ o
Mid (lower) ɛ œ U O
Low æ (Œ) A ɒ
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Chomsky and Halle () have offered some argument for the decomposition, but
the proposal is not always accepted. In addition, the lack of contrast in [tense] among
low vowels remains to be explained, as does the feature [tense] itself. I shall return to
this issue in Chapter  when we discuss vowel height.

.. Extra-short (overshort) vowels

The presence of extra-short vowels (termed “overshort” vowels in UPSID) calls for a
three-way contrast in length: extra-short, regular, and long. It requires either a new
value for length or a new structural representation of time.

An often-cited case of three-way contrast in length is Estonian (Lehiste ), but
Prince () argues that, if prosodic factors are taken into consideration, Estonian
only has a two-way length contrast. Because of the controversy, we examined UPSID
and looked for length triplets in every vowel. As shown in (), the search yielded no hit.

() Search for length triplets in UPSID
Length triplets: [i: i ĭ], [a: a ă], etc.
Triplets found: None

Nevertheless, UPSID contains some transcriptions of “extra-short” vowels, found in
seven languages, totaling twenty-nine tokens. The data are summarized in Table ..

Since none of the languages has a three-way contrast in length, why is the length
difference represented as short (regular) vs extra-short, instead of long vs regular? It
is not the case that UPSID never uses long vs regular for a length difference. For
example, vowels in Bardi are [i a O u i: a: u:] and those in Totonac are [i æ u i: a: u:],
where the length difference is represented as long vs short.

An examination of the languages shows that extra-short vowels are used in four
situations, summarized in Table ., where “flex” refers to vowels that can be long
or short.

TABLE . Languages that contain extra-short vowels in UPSID

Language Extra-short vowels Count

Po-Ai [a ̆ I- ̆ I ̆ Ŏ ŭ ɛ ̆ ŏ̝] 
Sebei [@̆ ɵ̆ I- ̆ I ̆ ɐ̆w ɐ ̆ ʉ̆] 
Khanty [ɵ̆ e ̆ ŏ ɒ̆] 
Lungchow [a ̆ I ̆ ʊ ̆ ɯ ̆] 
Nenets [a ̆ I ̆ ŭ] 
Chuvash [Ŏ ø ̝̆] 
Angaatiha [@̆] 
Chukchi [@̆] 
Georgian [@̆] 
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In none of the cases is it necessary to use extra-short vowels. In particular, a long
vowel is linked to two timing slots (Chapter ). A vowel with flexible length means
that it is linked to one timing slot in some cases and two in others, rather than always
being extra-short (as in Po-Ai) or always being regular (as in Khanty). Finally, when
there is no contrast in length, there is no need to use a length feature, even if some
vowels are phonetically shorter than others (as in Chuvash). Let us look at an
example of each case.

Sebei has twelve vowels, which form six long–short pairs. They are given in UPSID
as [i e̝ a O o ̝ u I- ̆ @̆ ɐ ̆ ɐ ̆w ɵ̆ ʉ̆]. Montgomery (), the source, represents the vowels in
(), where short vowels are centralized.

() Vowel phonemes in Sebei, as given in Montgomery (: )
Front Central Back

High i u
ï ü

Mid e ë ö o
ä Ö

Low a O

Since there is only a two-way contrast in length, we can represent the difference as
long vs short, rather than short vs extra-short. Alternatively, there could be a stress
difference, since Montgomery (: ) points out that “the distribution of short
vowels is limited to word-medial occurrences,” “/ä/, /ö/ and /Ö/ occur rarely,” and
“contrasts within the set of short vowels have a low functional yield.” In other words,
there is a possibility that the short vowels are unstressed versions of other vowels.
Unfortunately, the focus of Montgomery () was on orthography and there was
no discussion of stress in the language.

According to UPSID, Po-Ai has sixteen vowels, given as [i � u e̝ @ ̝ ɛ a O I ̆ I- ̆ u ̆ o ̝̆ ɛ ̆ a ̆ O ̆
aI], where [i ̆ I-̆ ŭ o ̝̆ ɛ ̆ a ̆ O ̆] are “extra-short.” According to Li (: ), the source of
UPSID, Po-Ai has just nine vowel phonemes, given in (), where “[t]he high and
low vowels may be either long or short, but the mid vowels are always long.”

TABLE . Situations where extra-short vowels are used in UPSID

Situation Transcription Languages

Short vs long Extra-short vs regular Sebei
Flex vs long Extra-short vs regular Po-Ai, Lungchow
Short vs flex Extra-short vs regular Khanty, Nenets
Short vs regular
(with no contrast)

Extra-short vs regular Chuvash, Chukchi,
Angaatiha, Georgian
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() Vowel phonemes in Po-Ai, as given in Li (: )
Front Central Back

High i ï u
Mid e @ o
Low ɛ a O

The UPSID list seems erroneous in several ways. First, with regard to length, Li
only mentions a difference between long and short; there is no need to interpret it as
one between short and extra-short. Second, according to Li, all mid vowels are long.
Therefore, the UPSID [o ̝̆] should be [o ̝] instead. Third, Po-Ai has several diphthongs,
which Li considers to be vowel clusters, instead of additional phonemes. It is unclear
why UPSID lists just one of the diphthongs [aI], instead of listing all, or none. Finally,
since vowel length can be represented by timing slots (see Chapter ), there is no
need to consider long vowels to be additional phonemes. In this regard, Li’s original
analysis seems better than the UPSID reinterpretation.

Khanty has thirteen vowels, given in UPSID as [i ʉ ɯ u e ɵ o æ a ĕ ɵ̆ ɒ̆ ŏ]. The
source, Gulya (: ), represents them in (), where  of them are “full” and 
“reduced.”

() Vowel phonemes in Khanty, as given in Gulya (: )
Palatal Velar

Non-labial Labial Non-labial Labial
Close i ü i ̱ u
Middle e ö o
Open ä a
“Reduced” @ ö̆ a ̆ o ̆

If we interpret “palatal” as front and “velar” as back, then UPSID has misrepresented
three of the vowels: the palatal labials [ü ö ö̆] should not be central [ʉ ɵ ɵ̆] but front [y ø ø̆]
instead. With regard to length, Gulya (: ) states that the main difference between
“full” and “reduced” vowels is that the former can be long or short (depending oncontext,
ranging from ms to over ms), whereas the latter are always short (ms or so). In
addition, all vowels can carry stress, although full vowels tend to attract it (Gulya :
–). This means that “reduced” vowels are not extra-short or reduced (i.e. unstressed),
but of regular length. Given this, a viable analysis of Khanty vowels is in ().

() Analysis of Khanty vowels
Front Back

High i y ɯ u
Mid e ö o

ɛ œ U O
Low æ A
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The “reduced” vowels can be seen as [–ATR]mid vowels, which are short, whereas other
vowelsare [+ATR]andcanbeshortor long.There isnoneed toassumeextra-shortvowels.

Angaatiha has two diphthongs [ai au] and seven monophthongs. The monoph-
thongs, as given in UPSID, are shown in ().

() Monophthongs in Angaatiha, as given in UPSID
Long [a:]
Short [i u e o a]
Extra-short [@ ̆]

We can represent [a:] with two timing slots. For other vowels there is no length
contrast, because [@]̆ can be distinguished from others by regular features. For example,
Huisman (: ) and Huisman et al. (: ), two sources of UPSID, represent
the vowel phonemes in (), where [ai au] are not included and [@] can be distin-
guished from others by the features “high,” “non-round,” and “non-front.”

() Vowel phonemes in Angaatiha, as given in Huisman (: )
Front Central Back

High i @ u
Low e a a: o

There are other possible analyses that we shall only mention briefly here. For
example, Huisman et al. (: ) note that [@] can alternate with [a o e], which
suggests that [@] may be a reduced version of them (and hence not a full phoneme
itself). Similarly, Huisman et al. (p. ) note that [i u] are shorter than [a], which in
turn is shorter than [a:], in agreement with a well-known phonetic effect that lower
vowels are longer than higher vowels. In addition, Huisman et al. (p. ) note that
[a] can alternate with [U]. This suggests that we could represent the contrast between
[a]-[a:] as [U]–[a] instead, i.e. one of height, rather than one of length.

Let us consider one more language, Georgian. UPSID lists six vowels for it [I e a @ ̆ o
ʊ]. Aronson () lists just five [i ɛ A O u]. Robins and Waterson (), the source
of UPSID, also lists five vowels [i e a o u]. Robins and Waterson (p. ) point out that
sometimes voiced initial or final stops “are followed by a distinct voiced “off-glide,”
e.g. /kargad/ [kʔaɹgad ̪@] ‘well (adverb)’, /gdeba/ [g ̊@d ̪eba] ‘to throw’. It is clear, though,
that this epenthetic sound has no contrastive function and is not a full phoneme.

In summary, there is no compelling evidence for extra-short vowels in UPSID, and
there is no basis for creating a new feature for them.

.. Pharyngeal vowels

Pharyngeal vowels are made with a narrowed pharynx, achieved by retracting the
tongue root. The gesture itself is not unusual, but there is a more common term for
the action, namely, “advanced tongue root” [ATR] (Jakobson and Halle ;
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Ladefoged ; Stewart ; Halle and Stevens ; Perkell , ; Wood
; Lindau ; Vaux ; Kenstowicz ; Allen et al. ). The question
then is: are pharyngeal vowels different from [–ATR] vowels? To find out, we
examine every language that has pharyngeal vowels and see whether they contrast
with [–ATR] vowels, such as [I ɛ U O ʊ], which have also been called “lax” vowels.

A search throughUPSID yields six languages that contain pharyngeal vowels. The data
are summarized in Table .. None of the vowels contrasts with [–ATR] or lax vowels.

In Archi, Lak, Neo-Aramaic, and !Xu, no lax vowel symbol is used. Therefore, we
can interpret pharyngeal vowels as lax vowels. This is illustrated with Archi in ().

() Analysis of pharyngeal vowels in Archi

UPSID i e a o u iʕ eʕ aʕ oʕ uʕ

Analysis i e a o u I ɛ U O ʊ

In Even, the pharyngeal diacritic is redundant, since it overlaps with lax vowels.
Therefore, we can omit the pharyngeal diacritic, shown in ().

() Analysis of pharyngeal vowels in Even

UPSID I ɛ A o u Iʕ Oʕ ʊʕ ie ia

Analysis i e A o u I O ʊ ie ia

The case in Hamer is similar to that in Even, where the pharyngeal diacritic is
again redundant. This is shown in ().

() Analysis of pharyngeal vowels in Hamer

UPSID i e a o u Iʕ eʕ Uʕ Oʕ ʊʕ

Analysis i e a o u I ɛ U O ʊ

In conclusion, pharyngeal vowels overlap with lax vowels, and no language in
UPSID has a contrast between the two. There is therefore no need to keep both terms.

TABLE . Languages that contain pharyngeal vowels in UPSID

Language Pharyngeal vowel Contrast with [–ATR] V?

Archi Yes No
Even Yes No
Hamer Yes No
Lak Yes No
Neo-Aramaic Yes No
!Xu Yes No
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.. Other vowels

There are three more categories to consider: voiceless vowels, retroflex vowels, and
fricative vowels. There is no question that voiceless vowels can be pronounced. In
whispered speech, for example, all vowels (and consonants) are voiceless. What remains
to be seen is whether any language uses voiced and voiceless vowels, such as [a] vs [a]̥,
contrastively, rather than as different styles of speech that are non-contrastive. To find
out, we first search for all voiceless vowels in UPSID. The result is shown in Table ..

Next we ask whether the voiceless vowels are productive, or whether they only
occur in restricted contexts. The result is summarized in Table ..

In all the cases, voiceless vowel phonemes are found in restricted contexts. In fact,
original sources for all the languages consider them to be allophones of regular
vowels, rather than independent phonemes. In particular, Ray (: ), the source
on Dafla, gives the vowel inventory as [i e A U o ɯ u]. Tucker et al. (: ), a
source on Sandawe, gives the phoneme inventory as [i e a o u]. Tucker (: ), a
source on Ik, gives the phoneme inventory as [i I e ɛ a @ o u ʊ]. No source contains
voiceless vowels. It seems that the compilers of UPSID either made clerical errors, or
were more generous than the original authors in entertaining voiceless vowels.

Next we consider retroflex vowels. UPSID lists three, totaling five tokens, found in
four languages. The data are summarized in Table ..

TABLE . Voiceless vowels in UPSID

Vowel [i]̥ [u ̥] [a ̥] [e ̥] [o]̥

Found in Dafla, Ik, Sandawe Dafla, Ik, Sandawe Ik Ik Ik

TABLE . Contexts where voiceless vowels are found

Language Context

Sandawe Word-final position after a limited set of consonants;
almost always low-toned

Ik Word-final position
Dafla Word-final position

TABLE . Retroflex vowels in UPSID

[ɚ] [a˞] [�˞]

Found in Gelao, Mandarin, Naxi Mandarin Tarascan

. Vowels in UPSID 



A common (but possibly not the only) way to produce a retroflex vowel is to curl
the tongue tip up and towards the post-alveolar region. This articulation is easier for
back vowels, where there is more room in the front of the mouth for the tongue tip
gesture. In this regard, it is relevant to note that all three retroflex vowels are non-
front. In fact, more cases of retroflex vowels can be found. For example, in American
English, the rime in fur can be seen as a retroflex vowel [ɚ] or [ɝ]. Similarly, Standard
Chinese has at least [u˞] and [o˞], besides [a˞] (or [A˞]) and [ɚ], although these vowels
can be seen as marginal phonemes, resulting from a combination of a regular vowel
plus a diminutive suffix that consists of a retroflex feature (Duanmu ).

In summary, it is possible to pronounce various retroflex vowels (especially when
the vowel is non-front), and no new feature is involved. However, it is interesting to
note how rarely they occur as contrastive phonemes.

Finally, let us consider fricative vowels, which are like fricatives phonetically,
having at least some frication, but vowels phonologically, serving as the rime or
nucleus of a syllable. This definition is not precise, though. For example, syllabic
consonants, such as [z] and [ʐ] in Standard Chinese (Chao ; Duanmu ) and
[z ʒ ʒw β] in Nantong Chinese (Ao ), have been called vowels (Karlgren –
) or fricative vowels (Ao ), even though they are not independent phonemes.
Similarly, a vowel may sometimes be pronounced with some degree of frication, such
as [fu] ‘rich’ in Standard Chinese, which can be realized as [fŁ] or [fv]; and such
pronunciations can be called fricative vowels, too. In neither case is the fricative
vowel an independent phoneme, since there is no contrast between it and a syllabic
fricative, or between it and a regular vowel.

To establish a true case for fricative vowels, we need to find two kinds of contrast:
(a) a fricative vowel vs a syllabic fricative, and (b) a fricative vowel vs a regular vowel.
UPSID lists three fricative vowel types, totaling four tokens, found in three languages.
The data are summarized in Table ., where I denote a fricative vowel with [F].

In Ewondo, [i u] (and especially [i]) are often accompanied by some frication
(Redden : ), but there is no contrast between a fricative vowel and a regular
vowel. Similarly, in Bai and Naxi, the fricative vowel [ŁF] is not an independent
phoneme, since it does not contrast with a syllabic [v]. For example, in his analysis of
Naxi, Jiang (: ) uses the same symbol [v] for both the fricative and its syllabic
counterpart [Ł]. A similar analysis is offered by Xu and Zhao () for Bai.

In conclusion, all fricative vowels in UPSID can be analyzed as either syllabic
fricatives or allophones of high vowels. There is no basis for introducing a new vowel
feature.

TABLE . Fricative vowels in UPSID

Vowel [ŁF] [iF] [uF]

Tokens  (Bai, Naxi)  (Ewondo)  (Ewondo)

 Vowel contrasts



. Vowels in P-base

Having examined all vowels in UPSID, we turn to vowels in P-base. As in the analysis
above, we divide P-base vowels into various categories, shown in Table .. As with
UPSID, if a vowel falls under two (or more) categories, it is arbitrarily included in just
one. For example, long nasal vowels are grouped with “long” and not with “nasal.”

As discussed before, long vowels and diphthongs can be analyzed in terms of two
timing slots, and need no further discussion. Non-syllabic vowels are reported in
three languages: Angami, Bengali, and Romanian. They occur next to a regular vowel
in a diphthong, such as [io̯ eo̯] in Angami, where [i ̯ e]̯ are non-syllabic vowels. The
diacritic in [i ̯ e]̯ indicates that the diphthong is a single syllable and that the non-
syllabic vowel is not the nucleus (or the peak) of the syllable. However, if syllable
structure is independently provided, it is clear which part of a diphthong is in the
nucleus, and there is no need for a separate diacritic. Nasal and breathy features are
also well known and non-controversial, as discussed above, and need no further
discussion.

The remaining vowels do need some discussion. In particular, we want to know
(i) whether there is any three-way contrast among basic vowels, (ii) whether
pharyngeal vowels can contrast with [–ATR] vowels, (iii) whether creaky vowels
can contrast with glottal vowels, (iv) whether voiceless vowels can contrast with
regular vowels, (v) whether extra-short and extra-long vowels call for a three-way
contrast (or more degrees of contrast) in length, and (iv) whether additional vowel
types in the category “others” require new features. We shall see that in all cases the
answer is no. For the sake of completeness, for each unusual contrast I shall list all the
languages that seem to have it and whether each turns out to be a valid case after
reexamination. To avoid repetitions, however, I shall offer only abbreviated discus-
sions of the re-examination process, most of which are similar to those for UPSID
vowels.

TABLE . Vowel categories in P-base

Category Type Token

Basic  ,
Diphthong, long, non-syllabic  
Nasal, glottal, breathy, creaky  
Pharyngeal  
Voiceless  
Extra-short, extra-long  
Others  
All  ,
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.. Basic vowels

P-base assumes a system of  possible basic vowels. If we exclude vowels with special
diacritics (which are discussed separately), only  basic vowels are found. This is
shown in Table ., where non-occurring vowels are shown in parentheses. P-base
does not offer a specific interpretation of the IPA symbols used. I have added
common feature labels (high, mid, low, front, central, back, and tense, lax), which
preserve the relative tongue positions among the IPA symbols.

As with UPSID vowels, we focus on two issues: three-way contrast in backness and
height contrast among low vowels. In Table . there are six triplets in backness. For
completeness, we also add four triplets of long vowels, since tense vowels are
sometimes written as long. The list is shown in ().

() Triplets for three-way contrast in backness
[i � ɯ], [e @ ɤ], [ɛ ɜ U], [a a ̱ A], [y ʉ u], [ø ɵ o]
[i : � : ɯ : ], [e : @ : ɤ : ], [y : ʉ : u : ], [ø : ɵ : o : ]

A search through the P-base inventories yields three triplets, found in four
languages. The result is shown in ().

() Backness triplets found in P-base

Triplet Found in Valid

[i � ɯ] Ashuku, Tepecano No

[y ʉ u] Saami No

[ɛ ɜ U] Mixe (Coatlán variety) No

TABLE . Basic vowels in P-base; those in parentheses are not
found. The height distinction within high, mid, or low vowels
is labeled as tense vs lax

Front Central Back

High

Mid

Low

Tense

Lax

Tense

Lax

Tense

Lax

i

(ɪ)

ə

ɜ

ɐ

a

u

(ʊ)

ɵ

(ɞ)

(ɐw)

(aw)

ɯ

(ɯ)

ɤ

ʌ

(ɐ)

ɑ

u

ʊ

o 

ɔ

(ɐw)

ɒ

i

ε

e

æ 

a 

I

y

ø

œ

(æw)

(ɶ)

Y
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A re-examination of the languages shows that none of them demonstrates a
compelling case for a three-way contrast in backness; a two-way contrast is sufficient.

Next, we consider height contrast in low vowels. Based on the IPA transcription,
there are two such pairs in P-base, [æ a] and [ɐ a ̱]. However, since [a] is often used for
[a̱] and [A], when we search for [æ a], we added [A] to ensure that [a] is a front vowel.
Similarly, we added [ɐ a] in case [a] is used for [a̱] and we added [ɐ A] in case [ɐ] is
counted as back. The four pairs of interest are shown in ().

() Low vowel pairs that contrast in height
[æ a (A)], [ɐ a ̱], [ɐ a], [ɐ A]

A search through P-base yields three of the pairs, shown in (). Each of the
inventories is then examined and none turns out to be a valid case.

() Height contrast among low vowels in P-base

Vowel pair Found in Valid

[æ a (A)] Bengali, German, Gujarati, Maithili No

[ɐ a] Portuguese (European and Brazilian) No

[ɐ A] Saami No

The Saami inventory given in P-base contains a clerical error, whereby an extra low
vowel is listed. The Portuguese inventory has no [U]; if we interpret [ɐ] as [U], [a] would
be the only low vowel. Similarly, German does not have [U] (except [@], which occurs in
unstressed syllables only and is not a full phoneme); if we interpret [ɐ] as [U], there is no
[ɐ a] contrast. The Bengali inventory contains a clerical error, too. According the
source (Ray et al. : ), the low back vowel is “rounded and low,”which is [ɒ]. If so,
the contrast between [æ a] is in backness, not in height. The Gujarati inventory in P-
base is [i u e @ o æ a A]. However, in a more recent study, Cardona and Suthar (:
) list the vowels as [i u e @ o ɛ O a], where [a] is the only low vowel. The Maithili
inventory contains another clerical error. According to the source (Yadav : ),
[æ a] are the only unrounded low vowels, which contrast in backness, not height.
We conclude that there is no compelling evidence for three-way contrasts in backness
at any vowel height, or for a height contrast among low vowels.

.. Pharyngeal vowels

As discussed above, a pharyngeal vowel has a narrowed pharynx, achieved by
retracting the tongue root, or [–ATR]. Therefore, we ask whether pharyngeal vowels
can contrast with [–ATR] vowels. A search through P-base yields two languages that
contain pharyngeal vowels, Tsakhur and !Xoo (spelled as !Xu in UPSID); in neither
language is there a contrast between pharyngeal vowels and [–ATR] vowels. We
conclude therefore that there is no basis for keeping both “pharyngeal” and [–ATR].
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.. Creaky vs. glottalized vowels

Creaky vowels (such as [a]̰) involve some kind of glottal closure, so do glottalized
vowels (such as [aʔ]). Therefore, we ask whether the two types contrast in any
language. A search in P-base yields no such contrast and we conclude that there is
no need to keep both terms.

.. Voiceless vowels

Voiceless vowels occur in whispered speech and in certain contexts of normal speech,
such as in an unstressed syllable with an aspirated onset (e.g. potato [ph@t̥eto] and
suppose [s@ ̥phoz]). What remains to be seen is whether voiceless vowels can contrast
with other vowels in regular contexts. A search in P-base yields one inventory that
contains voiceless vowels, Turkana. However, according to the source (Dimmendaal
: –), voiceless vowels only occur in special conditions, summarized in ().

() Conditions on voiceless vowels in Turkana (Dimmendaal : –)
a. Limited to final position.
b. Limited to polysyllabic words.
c. Limited to high vowels (low voiceless vowels are deleted or “subtracted”).
d. Preceding vowel is longer than usual.

An alternative analysis, offered by Polley and Jeffrey (), is to consider a devoicing
process conditioned by stress: when a final vowel is stressed, it is voiced, otherwise it is
devoiced (or deleted). The stress analysis can account for two additional facts: (a) a
monosyllable is not devoiced and (b) when a “voiceless” (i.e. unstressed) vowel is not
final (and hence voiced), it is still shorter than its preceding vowel. It is worth noting
that in a later study, Dimmendaal (: ) accepted the marginal status of voiceless
vowels and excluded them from the phoneme inventory of Turkana.

.. Extra-short and extra-long vowels

Next we consider extra-short and extra-long vowels. If they are real, we need up to
a four-way contrast in length, such as [a ̆ a a : a : : ]. A search for extra-short vowels in
P-base yields two languages, Ostyak (also called “Khanty”) and Vietnamese. Both
are found in UPSID and have been discussed earlier. A search for extra-long vowels
in P-base also yields two languages, Mixe (Guichicovi) and Wichita. The P-base
inventory of Mixe (Guichicovi) has a clerical error: it is the phonetic (allophonic)
inventory, not the phoneme inventory. According to the source (Wichmann :
), “the inventory of vowels can be reduced to /i i: e e: ï ï: � a a: u u: o o:/,” which
shows a two-way contrast in length only.

Wichita is found in both UPSID and P-base. However, the inventory is given
differently in the two databases. This is shown in ().
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() Vowel inventory of Wichita, as given in UPSID and P-base

Database Inventory Source

UPSID [i e: ɛ ɛ: u o: ɒ ɒ:] Garvin (), Rood ()

P-base [i i: i:: e e: e:: a a: a::] Rood ()

It is worth noting that the same author, David Rood, is consulted in both studies (the
phonology part of Rood  is the same as Rood ). Besides, according to Rood
(), there has been “only one dialect” of Wichita since the s, and Garvin
() is a “thorough description” of the phonetics of Wichita. Nevertheless, while
P-base contains extra-long vowels, UPSID does not. The difference is that, while
Rood (; ) prefers to use length to represent most vowel contrasts, Garvin
() considers some contrasts to lie in quality (height and backness or rounding).
In fact, Rood is aware of the quality difference among the vowels. For example, he
makes the comments in ().

() Some observations on Wichita vowels (Rood : –)
/i: i::/ are lower than /i/.
/e: e::/ are lower than /e/.
[i::] is rare; [a::] is even rarer; [e] is rare but [e::] is common.
[u o] do occur.

If the rare forms [i:: a:: e] are not full phonemes, thenWichita only has two degrees
of length. If we attribute some contrasts to height, we do not need three degrees of
length either. Either way, the case is weak for a three-way contrast in length. It is
worth noting that Rood () is advocating the “singular” nature of Wichita, which
includes (i) the absence of back vowel and (ii) a three-way length contrast. Neither
property seems conclusive. For example, following his notes, /e/ can be realized as
[æ] and /a/ ranges from central to back, which means that [æ A] (or [æ ɒ]) do occur.
In addition, if the “glide” /w/ is [u], there are two high vowels [i u]. Rood’s analysis is
not impossible, but equally good or better alternatives are available. We conclude,
therefore, that there is no compelling evidence for extra-short or extra-long vowels.

.. Other vowels

Finally, we consider a set of remaining vowels that involve a diacritic for a less
common feature. They are listed in Table ..

A “fronted” vowel has a slightly more forward tongue position than its regular
counterpart. They are found in three languages, shown in Table ..

In Quechua, the fronted [a] does not contrast with a regular [a]. In Swedish, the
fronted [ʉ] does not contrast with a regular [ʉ] or with [ʏ] (if it is a front vowel,
as McClean  describes it); we shall return to Swedish in Chapter . In
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Thompson, [i ̟ i] could be interpreted as [i I] and [@ ̟ @] could be interpreted as [@ ɤ].
Therefore, a feature for “fronted” is not necessary in any of the languages.

The feature “advanced” is found in Af Tunni Somali only. It refers to the tongue
root position, which is similar to [+ATR], or what are sometimes called “tense”
vowels. Therefore, we ask whether there is a contrast between “advanced” and
[+ATR] in Af Tunni Somali, and the answer is no.

Retroflex vowels use both the tongue tip and the tongue body. Since the tongue
body and the tongue tip are independent articulators, they are free to occur together.
In addition, it is easier to add a tongue tip gesture to a back vowel, because there is
more room for the tongue tip movement. In P-base, only one language has retroflex
vowels, which are [�˞ @˞] in Mising, neither being front.

There is one “apical” vowel in P-base, found in Bisu. We have seen Bisu in UPSID,
where the apical vowel is a syllabic consonant.

There are two “muffled” vowels in P-base, found in Grebo, which has seven nasal
vowels [i ̃ ũ e ̃ õ ɛ ̃ O ̃ a]̃ and nine oral vowels [i u emf omf e o ɛ O a], where [mf] means
“muffled”. According to the source (Innes : ), the term “muffled” is borrowed
from Sapir () in his study of Gweabo, “a language closely related to Grebo.”
Gweabo has eleven vowels, five being “bright” and six being “muffled.” There is also a
harmony process called “bright to bright, muffled to muffled.” A possible analysis is
to interpret “muffled” vowels as [+ATR] and “bright” vowels as [–ATR] (Singler
: ). There are two reasons for the analysis. First, “muffled” vowels have a slightly
higher tongue position than “bright” vowels. Second, there are more “muffled”
vowels in Gweabo than “bright” vowels (six vs five) (Sapir : ).

Nine inventories in P-base have “lowered” vowels. (We have excluded Saami,
which contains a clerical error.) The data are summarized in Table ..

TABLE . Languages that contain “fronted” vowels,
as given in P-base

Cuzco Quechua [I ʊ a̟]
Swedish [i : y : ʉ̟ : i y ɵ ʊ e : ø : @ o : ɛ œ O a A : ]
Thompson [i ̟ i u e @ ̟ @ o a]

TABLE . Vowels that involve an extra diacritic for a less common feature and
the number of inventories in which such a vowel is found

Fronted Advanced Retroflex Apical Muffled Lowered Raised

Example [@̟] [O ̘] [@˞] [i]̺ [emf] [i]̞ [a̝]
Inventories       
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A “lowered” vowel has a slightly lower tongue position than its regular counter-
part. We ask whether the difference is contrastive. In Michigan German, there is no
contrast between [e ̞ o]̞ and [ɛ O]. In Haitian, there is no contrast between [i ̞ u]̞ and [i
u]. In Kedang, there is a contrast between “lowered” vowels and their regular
counterparts. However, the source, Samely (: ), considers the contrast to be
one of voice quality, one being “modal” and the other “breathy.” Therefore, Kadeng
does not call for a new feature. In Kalenjin, [a a ̞] could be [U a]. In Maya (both
varieties), [�] could be [@]. In Tangale, [i ̞ u̞ e ̞ o ̞] could be [I ʊ ɛ O]. Finally, in Welsh
(standard and northern), a natural interpretation of the contrast between [� �]̞ is one
of tense–lax (or ATR) as well, which could be transcribed as [� I], as it is in the source
(Thorne : ), or [ɯ Ɯ] if we count “central” vowels as back.

Finally, we consider “raised” vowels, found in fourteen inventories. The data are
summarized in Table .. For the five varieties of Akan, we have chosen the longest
inventory as the example. The same is true for the three varieties of Tzutojil.

In many cases, a “raised” vowel does not contrast with its regular counterpart. For
example, in Akan, [e̝ ̃o ̝]̃ do not contrast with [e ̃ õ]. In other cases, a “raised” vowel does
not contrast with a regular vowel in its neighborhood. For example, in Akan, [I ʊ] are
close neighbors of [e̝ o̝] but not used. Based on these considerations, we can interpret
the inventories without assuming “raised” vowels. This is shown in Table ..

TABLE . Inventories that contain “lowered” vowels, as given in P-base

German (Michigan) [ai i : I ̃ : u : au I ʊ e : e ̃ : o : õ: e ̞ @ o ̞æ : a : ã : A : a A]
Haitian Creole [I ̃ ũ i ̞ u ̞ e ̃ õ e o @̃ ɛ O a]
Kedang [i i ̞ u u̞ ɛ ɛ ̞ o o̞ æ æ̞ a a̞]
Kalenjin [i u I ʊ e o ɛ O a a]̞
Maya (Itzaj) [i u � ̞ e o a i : u : e : o : a : ]
Maya (Chontal) [i u � ̞ e o a]
Tangale [i u e o a i ̞ u̞ e ̞ o̞]
Welsh ( varieties) [i I � � ̞ u ʊ e ɛ o ɒ a A @]

TABLE . Inventories that contain “raised” vowels, as given in P-base

Akan ( varieties) [i u e ̝ o̝ e o ɛ O a ̝ a I ̃ ũ e ̝ ̃ o ̝̃ ã]
Chrau [i : u : I ʊ e ̝ : o̝ : e o ɛ : O : a ̝ a : ]
Khmer [i ɯ u e ̝ @̝ e @ o ɛ O A ɒ]
Kimatuumbi [i ̝ u̝ i u ɛ O a]
Lama [i � u I U ̝ ʊ e o ɛ O a]
Mam [I ʊ ɛ O a i : u : e : o : a̝ : ]
Shilluk [i ̝ u̝ i u e ̝ O ̝ e O a̝ a i ̝ : u̝ : i : u : e ̝ : O̝ : e : O : a̝ : a : ]
Tzutojil ( varieties) [I ʊ ɛ O a̝ i : u : e : o : a : ie uo]
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For some inventories, there may be more than one alternative analysis. For
example, in Chrau, if we consider length to be distinctive for some vowel pairs,
for example treating [i: I] as [i: i], we can simplify the inventory to seven vowels
[i u e o æ a O], and account for length separately. Similarly, Haiman (: –)
considers length to be distinctive in Khmer, and lists the vowel phonemes as [i e ɛ æ:
ɯ ɤ O a u o A], where every vowel can be long or short except [æ:], which alternates
with a diphthong [ae:] and is always long.

This completes our discussion of vowels with special diacritics. As far as contrast is
concerned, we have found none of them to be necessary.

. Summary

Our examination of UPSID and P-base has found no three-way contrast in backness.
In addition, there is only a two-way contrast in height (or in tenseness or ATR)
among high or mid vowels, and no contrast in height (or in tenseness or ATR)
among low vowels. Therefore, there are at most twenty basic vowels, shown in
Table ., where only nineteen are found.

TABLE . Analysis of the inventories in Table ., without using
“raised” vowels

Akan [i u I ʊ e o ɛ O U a i ̃ ũ e ̃ õ ã]
Chrau [i : u : I ʊ e : o : ɛ O æ : ɒ : U a : ]
Khmer [i ɯ u I Ɯ e @ o ɛ O A ɒ]
Kimatuumbi [i u I ʊ ɛ O a]
Lama [i � u I U ʊ e o ɛ O a]
Mam [I ʊ ɛ O U i : u : e : o : a : ]
Shilluk [i u I ʊ e o ɛ O U a i : u : I : ʊ : e : o : ɛ : O : U : a : ]
Tzutojil [I ʊ ɛ O U i : u : e : o : a : ]

TABLE . The inventory of basic vowels in UPSID and P-base

Front Back

High Regular (tense)

Lower (lax) 

Mid Regular (tense)

Lower (lax) 

y

Y

ø

œ

Low

i

ɪ

e 

ɛ

æ

u

ʊ

o

ɔ

ɒ

ɯ

ɤ

ʌ

ɑ

ɯ
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Non-basic vowels can be created by adding additional features to a basic vowel,
such as nasality, creakiness, or murmur. In addition, a retroflex feature can be added
to a back vowel. Moreover, an additional timing slot can create diphthongs and long
vowels. The expansion ends there, though. For example, we found no compelling
evidence for extra-short vowels, extra-long vowels, voiceless vowels, or fricative
vowels, not because they cannot be pronounced, but because no language is found
to use them contrastively.
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4

Vowel height

We have seen in Chapter  that, if we consider tenseness or ATR to be a separate
feature, then no language requires more than three degrees of contrast in tongue
height for vowels. However, tongue height remains the only feature that has three
degrees of contrast. It is possible that tongue height in fact comprises two binary
features [high] and [low], as proposed by Chomsky and Halle (). However, it is
worth asking, in the first place, whether all three degrees of height are needed in any
language, a question that has not been raised before. If no language requires three
degrees of contrast in tongue height, then four binary features—[high], [back],
[round], and [ATR] (or [tense])—are sufficient to distinguish all basic vowels.
Specifically, if the four features can combine freely, there are just sixteen basic vowels,
shown in Table ..

Among high vowels, the higher one of a pair is [+ATR] (e.g. [i] of [i I] and [u] of [u
ʊ]), evidenced by X-ray studies (Ladefoged ; Stewart ; Halle and Stevens
; Perkell ; ; Wood ; Lindau ; Kenstowicz ). In addition,
we follow Halle and Stevens (: ) and consider “low” vowels to be [–ATR].
One may note that while [ATR] corresponds to [tense] for high vowels, it does not

TABLE . A two-height system of sixteen basic vowels, using
four binary features [high], [back], [round], and [ATR]. Since
there are more IPA symbols than needed, the symbol choice for
some cells is somewhat arbitrary

–back +back

–round +round –round +round

+high i y ɯ u

ɪ Y ʌ ʊ

–high e ø ɜ o

+ATR

–ATR

+ATR

–ATR ɛ œ ɑ ɔ

A Theory of Phonological Features. First edition. San Duanmu.
© San Duanmu . Published  by Oxford University Press.



for low vowels. For example, if [+tense] is defined by occurrence in a stressed open
vowel, such as [A] in spa and [O] in law in American English, then [A] and [O] should
be [+tense], yet they are shown as [–ATR] in Table .. This means that the feature
[tense] in English requires some reconsideration, to which we shall return.

A two-height system may seem rather radical. Therefore, I shall start with motiv-
ations for questioning the traditional system. Then I examine vowel contrast in
UPSID and P-base and see whether any language requires three degrees of height.
Next, I examine evidence from sound classes and see if a two-height system is
sufficient. Finally, I consider the case of incremental “step raising” (Parkinson
) and discuss how it can be analyzed in a two-height system.

. Motivations for a two-height system

Let us consider two motivations for questioning the standard assumption that (at
least) three-degrees of vowel height are needed: the existence of two-height languages
and the most common vowel systems.

In some languages, while the vowels seem to show three (or more) degrees of phonetic
height, twodegrees of phonological height are sufficient to distinguish them.Awell-known
example is Turkish. The phonetic properties of its eight vowels were seen in Fig. . and are
repeated here in Fig. ., and the phonological properties of the vowels are shown in ().

() Phonological properties of Turkish vowels

–back +back

–round +round –round +round

+high i y ɯ u

–high e œ a o

Phonetically, Turkish vowels seem to show three degrees of height, where [a] is low
(and central or front). However, phonologically, two degrees of height are sufficient
(Lewis ), where [a] can be grouped with [e œ o] in height (and with [ɯ u o] in

y

o

a

e œ

i m n

FIG. . Phonetic properties of Turkish vowels (Zimmer and Orgun : ).
Reproduced with permission from Cambridge University Press.
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backness). This can be seen in the alternation between two forms of the plural suffix
[ler] and [lar], where [ler] is used after a front vowel and [lar] after a back vowel. If
[e a] have the same height, the alternation involves a change of backness only,
conditioned by the preceding vowel. If [e a] differ in height as well, the analysis is
more complicated, and unnecessarily so.

Next we consider the most common vowel systems. The top three in P-base are
shown in Table .. Similar patterns can be seen in UPSID.

It can be seen that in all the cases, there is a lack of height contrast between a mid
vowel and a low vowel. In particular, [a] is the most common low vowel, which in
most cases can be analyzed as an unrounded non-high back vowel, similar to the case
in Turkish. For example, a two-height analysis of Italian is shown in ().

() Two-height analysis of Italian vowels

–back +back

–round –round +round

+high i u

–high +ATR e o

–ATR ɛ a O

It remains to be seen whether all inventories can be represented in a two-height
system, as far as contrast is concerned. Two problematic cases are shown in ()
and ().

() Basic vowels in Pacoh, as given in UPSID (converted to IPA symbols)

High i � u

Mid tense e @ o

Mid lax ɛ ɜ O

Low æ a ɒ

TABLE . Top three most common vowel inven-
tories in P-base, which account for  per cent of
the  inventories

Inventory Count Sample language

[i u e o a]  Spanish
[i u a]  Yupik
[i u e ɛ o O a]  Italian

 Vowel height



() Basic vowels in Woisika, as given in Stokhof (: ) (original symbols)

Front Central Back

Lax Tense Lax Tense Lax Tense

High i î u û

Mid e ê o ô

Low ae a â ao

Unrounded Rounded

Pacoh has fewer than sixteen basic vowels, which in principle can fit into a two-height
system. However, it is not obvious how this could be achieved. For example, we need to
analyze either [e] or [ɛ] as [+high, –ATR], but it is not obvious which one should be
chosen, or how it could be justified. The basic vowels in Woisika present a different
challenge: There are five unrounded front vowels and five rounded back vowels,
whereas a two-height system only has four corresponding positions for each set.

In what follows, I shall examine all such inventories in UPSID and P-base in order
to find out which ones present genuine problems for the two-height system. I shall
consider evidence from both contrast and sound classes.

. Basic vowels in UPSID

Out of the  inventories in UPSID, just thirty-four have sixteen or more vowels. In
addition, all of them contain non-basic vowels. For illustration, let us consider Irish,
which has twenty-four vowels, shown in ().

() Vowels in Irish, as given in UPSID
[I e a o ʊ I ̃ e ̃ a ̃ o ̃ ʊ̃ i: e: A: o: u: ĩ: e ̃: Ã: o ̃: ũ: @i @u i@ u@]

The system can be analyzed with five basic vowels [i e A o u], which can be short
(transcribed as [I e a o ʊ]) or long. Alternatively, the system can be analyzed with
eight basic vowels, high [i u I ʊ] and non-high [e a A o], where [e o] can be long or
short, [i A u] are always long, and [I a ʊ] always short.

If we exclude non-basic vowels, no language has more than fifteen vowels. Let us
consider all inventories that have twelve or more basic vowels. There are seven such
inventories, summarized in Table ..

In Po-Ai, seven of its fifteen basic vowels are “extra-short.” As discussed in
Chapter , not all of them are independent phonemes. Instead, Po-Ai has just nine
vowel phonemes, which do not present a problem for a two-height system.

The Khanty vowel inventory is [i y ɯ u e ö o æ a @ ö ̆ a ̆ o ̆], of which [@ ö ̆ a ̆ o ̆] are
“reduced” vowels (Gulya : ). If we treat them as unstressed versions of other
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vowels, Khanty only has nine basic vowels, which can easily fit into a two-height
system. Alternatively, if we treat reduced vowels as [–ATR], the inventory can be
analyzed in (), where [@] is probably an unstressed vowel and should be excluded
from the inventory.

() Two-height analysis of basic vowels in Khanty (pairs separated by comma differ
in [ATR])

–back +back

–round +round –round +round

+high i y ɯ, @ u

–high e, æ ö, ö ̆ a, a ̆ o, o ̆

Next we consider Bete. According toWerle and Gbalehi (), the UPSID source,
Bete has thirteen vowels, shown in ().

() Vowels in Bete (Werle and Gbalehi : )

–back +back

–round +round

+high +ATR i � u

–ATR Ø ɜ ʊ

–high +ATR e @ o

–low –ATR ɛ U O

+low a

TABLE . Inventories with twelve or more basic
vowels in UPSID

Language All vowels Basic vowels

Po-Ai  
Khanty  
Bete  
Dan  
Pacoh  
Sebei  
Woisika  
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[a] is the only vowel that does not fit into a two-height system. It is odd in two
other ways. First, [a] is unspecified for [ATR] (or for [back] or [round]), a feature
that divides other vowels into two harmony groups. Second, there is a lack of contrast
between [@] and [a]. Specifically, Werle and Gbalehi (: –) give two word pairs
for each pair of contrastive vowels, but the word pairs for [@]-[a] are not minimal
pairs, since they differ in tone. This is shown in (), where tones are indicated by a
diacritic over the vowel.

() “Minimal pairs” for the [@]-[a] contrast in Bete (Werle and Gbalehi : )
[kp@�] chaise (‘chair’) [gw@�] fesses (‘buttocks’)
[kpa ̍] banco (‘bank’) [gwā] attacher (‘attach’)

In the first pair, [kp@�] has a high tone but [kpa ̍] has a mid-high. In the second pair,
[gw@�] has a high tone but [gwā] has a mid-low. If the contrast between [@] and [a]
cannot been established, Bete is not a compelling case against a two-height system.

Next we consider Dan. According to the source (Bearth and Zemp : –),
Dan has four degrees of height and three degrees of backness, where front and central
vowels are unrounded and back vowels rounded. There are twelve basic vowels (plus
eight nasal vowels), shown in ().

() Basic vowels in Dan (Bearth and Zemp : –)
Front Central Back

Close i � u
Mid close e ɘ o
Mid open ɛ @ O
Open æ a ɒ

This inventory can be analyzed in (), where pairs separated by a comma differ in
[ATR] and where we have kept the original IPA symbols.

() Two-height analysis of basic vowels in Dan (pairs separated by a comma differ
in [ATR])

–back +back

–round +round

+high i, e �, ɘ u, o

–high ɛ, æ @, a O, ɒ

The authors comment that “mid close vowels tend to be higher” (Bearth and Zemp
: ), which supports our analysis that treats them as high lax vowels.

Next we consider Pacoh, cited earlier, which also has twelve basic vowels (each can
be long or short). The UPSID source, Watson (), divides them into three degrees
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of height. However, in a more recent study, Watson () only assumes two degrees
of height, each of which in turn is divided into two by the feature [ATR]. This is
shown in (). In the analysis, Dan differs from Pacoh only in the choice of IPA
symbols for some of the vowels.

() Basic vowels in Pacoh (Watson )

–back +back

–round +round

+high +ATR i ɯ u

–ATR i ̙ ɯ̙ u̙

–high +ATR e ɤ o

–ATR e̙ ɤ̙ o̙

Watson (: ) offers an interesting explanation of why he started out with
three degrees of height and ended with just two: it was “partly due to training in
tongue-height articulation which only gradually gave way to an understanding of
tongue-root articulation and phonation types.”

Next we consider Sebei, whose vowels are [i e a O o u ï ë ä Ö ö ü], of which [ï ë ä Ö ö
ü] are “short” versions of the others. If they contrast in length, then Sebei only has six
basic vowels. On the other hand, the short vowels do not all seem to be full
phonemes. According to the source (Montgomery : ), “the distribution of
short vowels is limited to word-medial occurrences,” “/ä/, /ö/ and /Ö/ occur rarely,”
and “contrasts within the set of short vowels have a low functional yield.” It is
possible then that the short vowels are unstressed versions of other vowels, although
Montgomery does not discuss stress. It is safe to exclude at least [ä Ö ö], since they are
rare and do not contrast with other short vowels. The remaining vowels are analyzed
in ().

() Two-height analysis of basic vowels in Sebei (pairs separated by a comma
differ in [ATR])

–back +back

–round +round

+high i, ï u, ü

–high e, ë a o, O

Finally, let us consider Woisika, whose vowels are repeated in (), based on
Stokhof (: ).
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() Basic vowels in Woisika (Stokhof : ) (original features and symbols)

Front Central Back

Lax Tense Lax Tense Lax Tense

High i î u û

Mid e ê o ô

Low ae a â ao

Unrounded Rounded

Two comments can be made of the inventory. First, as Stokhof () points out,
tense vowels are long (and have a lower tone). This can be seen in the spectrograms
(Stokhof : –), where a tense vowel is twice as long as a lax one. If length is
contrastive (although Stokhof :  does not think so), we can exclude the five
“tense” (long) vowels and the rest can fit into a two-height system. Second, we note
that [ae ao] are unspecified for tenseness. If we can account for [ae ao] separately,
then the remaining vowels can fit into a two-height system. This is shown in (),
where pairs in a cell differ in [tense] (or probably [ATR]).

() Two-height analysis of basic vowels in Woisika, excluding [ae ao]

–back +back

–round –round +round

+high î, i û, u

–high ê, e â, a ô, o

There is some evidence for excluding [ae ao]. First, they are quite rare. Consider
the frequency data provided by Stokhof (: ), shown in Table ., based on a
text of , phoneme tokens.

We see that [ae ao] have the lowest frequencies (along with [û]). Therefore, it is
possible they are not independent phonemes. There is another reason for assuming a
smaller vowel inventory. In UPSID, Woisika is classified as a Trans-New Guinea
language. There are altogether twenty-six languages in the group, and their average
number of basic vowels is six. Woisika has not only the largest inventory of basic
vowels in the group, but three more than the runner-up. If we exclude [ae ao],
Woisika still has the largest inventory of basic vowels in this group.

In summary, while some vowel inventories in UPSID seem to require more than
two degrees of height, such as Bete and Woisika, none is found to be conclusive. We
conclude that, as far as clear evidence is concerned, a two-height system is sufficient
to distinguish all contrasts among basic vowels.
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. Basic vowels in P-base

Of the  inventories in P-base, thirty-three have seventeen or more vowels. If we
look at basic vowels only, then just one inventory has more than sixteen vowels. As in
the previous section, we examine all inventories that contain twelve or more basic
vowels. There are seventeen such inventories, summarized in Table ..

In Chapter  we discussed Turkana, whose voiceless vowels are not full phonemes;
in a more recent work the original author, Dimmendaal (: ), proposes just
nine vowels, which can easily fit into a two-height system.

The German inventory, based on Fox (), has five unrounded front vowels
[i I e ɛ æ], exceeding the four slots in a two-height system. In addition, there are three
back unrounded non-high vowels [@ a A], whereas a two-height system has just two such
slots. However, according to Kohler (: ), [ɛ æ] contrast in length, analyzed as
[ɛ ɛ : ], so do [a A], analyzed as [a a : ]. In Kohler’s analysis, German has fourteen basic
vowels, which can be analyzed in (), where pairs separated by a commadiffer in [ATR].

() Two-height analysis of basic vowels in German

–back +back

–round +round –round +round

+high i, I y, ʏ u, ʊ

–high e, ɛ ø, œ @, a o, O

TABLE . Vowel frequencies in
Woisika, based on a text of ,
phoneme tokens (Stokhof :
), after excluding consonants

Vowel Count %

/â/ , .
/e/ , .
/i/  .
/a/  .
/o/  .
/u/  .
/ê/  .
/ô/  .
/î/  .
/û/  .
/ae/  .
/ao/  .
All , .
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Danish has thirteen basic vowels, most of which can be long or short. The analysis
is shown in (), where pairs separated by a comma differ in [ATR].

() Two-height analysis of basic vowels in Danish

–back +back

–round +round –round +round

+high i, I y u, ʊ

–high ɛ, æ ø, œ U, a o, O

The basic vowels in Dutch (three varieties) present no problem either. The analysis
is shown in (), where again pairs separated by a comma differ in [ATR].

() Two-height analysis of basic vowels in Dutch

–back +back

–round +round –round +round

+high i, I y, ʏ u

–high e, ɛ ø, œ a, A o, O

Next we consider Karimojong. If we interpret the central vowel [ɵ] as front, the
analysis is shown in ().

TABLE . Seventeen inventories in P-base that have twelve
or more basic vowels. The three varieties of Dutch have the
same basic vowels, as do the three varieties of Welsh.

Language Basic vowels

Turkana  [i u i ̥ u̥ I ʊ I ̥ʊ ̥ e o e ̥ o̥ ɛ O ɛ̥ O ̥ a a ̥]
German  [i y u I ʏ ʊ e ø o ɛ œ @ O æ a A]
Danish  [i y u I ʊ ø U o ɛ œ O æ a]
Dutch ( varieties)  [i y u I ʏ e ø o ɛ œ O a A]
Karimojong  [i y u I ɵ ʊ e o ɛ œ O a A]
Ostyak (Khanty)  [i y ɯ u e ø o æ a @ ̆ ø ̆ ă ŏ]
Saami  [i y � ɜ u � ̞ e U ɵ o @ ɐ A]
Welsh ( varieties)  [i � u I � ̞ ʊ e o ɛ @ ɒ a A]
American English  [i I @ ʊ u e ɛ U O o æ a]
Louisiana Creole French  [i y u I e ø o ɛ œ O æ a]
Khmer  [i ɯ u e ̝ @ ̝ e @ o ɛ O A ɒ]
Tibetan  [i y u I ʊ e ø o ɛ O @ a]
Tsakhur  [i iˤ u uˤ e eˤ @ @ˤ o oˤ a aˤ]
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() Two-height analysis of basic vowels in Karimojong

–back +back

–round +round –round +round

+high i, I y u, ʊ

–high e, ɛ ɵ, œ a, A o, O

Ostyak is also called Khanty. It is included in UPSID (from the same source) and
has been analyzed earlier, so it is not repeated here.

The P-base inventory of Saami contains a clerical error, as discussed earlier.
Otherwise, Saami has just six vowel phonemes, in agreement with UPSID, which
also contains Saami from the same source.

Next we consider Welsh. According to the source (Thorne : ), of the thirteen
vowels, [i � u e o A] “are phonologically long” and [I � ̞ ʊ ɛ @ ɒ a] “phonologically
short.” This means that we only need to assume up to seven basic vowels, which
present no problem for a two-height system.

Next we consider American English. We note that [@] does not contrast with [U],
because [@] is always unstressed and [U] stressed. We also note that some vowels are
long (and can be a diphthong, such as [e o]). Therefore, American English has at
most eleven basic vowels, which can be analyzed in (), where a comma indicates a
contrast in [ATR].

() Two-height analysis of basic vowels in American English

–back +back

–round –round +round

+high i:, I u:, ʊ

–high e:, ɛ æ: U a: o:, O

The analysis does not present the only possible solutions. For example, [U a] could
differ in length (as shown), or in [high] (not shown). It can be seen that the feature
[tense] is not well reflected in (). We shall return to this point below.

Next we consider vowels in Louisiana Creole French, which is also called “Louisi-
ana Creole” or “Louisiana French.” The point of interest is that, in its inventory of
basic vowels [i y u I e ø o ɛ œ O æ a] (from Klingler : –), there are five
unrounded front vowels [i I e ɛ æ], whereas in a two-height system there are just four
relevant slots. However, several issues are worth noting. First, [I] is marginal and not
used in the author’s later work (Klingler : ). Second, [e ɛ] “alternate freely”
and rarely contrast with each other. Third, [æ] is mostly used in English words or
as an allophone of [ɛ] before [r]. Finally, in other studies, fewer basic vowels are
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proposed. For example, in Valdman et al. (: ), of which Flingler is a co-author,
only ten basic vowels are proposed, where [i e ɛ] are the only unrounded front
vowels. If we follow Valdman et al. (), the analysis is as in ().

() Two-height analysis of basic vowels in Louisiana Creole French

–back +back

–round +round –round +round

+high i y u

–high e, ɛ ø, œ a o, O

The analyses of the remaining three languages are given in ()–(), where we
interpret “raised” mid vowels in Khmer to be [+high, –ATR] and pharyngealized
vowels in Tsakhur as [–ATR].

() Two-height analysis of basic vowels in Khmer

–back +back

–round +round –round +round

+high i, e ̝ ɯ, @ ̝ u, o

–high e, ɛ @, A O, ɒ

() Two-height analysis of basic vowels in Tibetan

–back +back

–round +round –round +round

+high i, I y u, ʊ

–high e, ɛ ø @, a o, O

() Two-height analysis of basic vowels in Tsakhur

–back +back

–round +round –round +round

+high i, iˤ @, @ˤ u, uˤ

–high e, eˤ a, aˤ o, oˤ

This concludes our analysis of basic vowels in P-base. As in UPSID, a two-height
feature system is sufficient to distinguish all contrasts among basic vowels.

. Basic vowels in P-base 



. Evidence from sound classes

The preceding discussion is based on contrast, where a two-height system is shown to
be sufficient. Let us now consider whether the system is able to account for sound
classes. Specifically, we consider two common features that are absent in the two-
height system, [tense] in English and [+low] in P-base.

.. [tense] in English

In English, [tense] is often defined by occurrence in stressed open syllables (e.g. Ladefoged
and Johnson : ). Thus, [i u e oA O ɝ ai au oi] inAmerican English are [+tense], since
they occur in such syllables, and [I ʊ ɛ æ U] are [–tense]. However, as Ladefoged and
Johnson (: ) point out, [tense] has “no specific phonetic correlates.”

Halle and Stevens () propose that [tense] corresponds to [ATR]. This works
for high vowels, where [i u] have advanced tongue root and [I ʊ] do not (shown in
Fig. ., based on cineradiography). There is some evidence, too, that [e o] have

mid/I/mid/i/

mid/u/ mid/U/

FIG. . Difference in ATR (advanced tongue root) between [i I] (top panels) and between
[u ʊ] (bottom panels), from Halle and Stevens (: ).

 Vowel height



advanced tongue root and [ɛ U] do not (Perkell ; Wood ). On the other
hand, as Halle and Stevens note, low vowels do not have advanced tongue root, yet
[A O] are thought to be [+tense].

Perkell () interprets [+low] as [+constricted pharynx], and [+tense] as either
[+ATR] or [+constricted pharynx], where [tense] is still not a homogeneous class.
Ladefoged and Johnson (: ) suggest that the difference between tense and non-
tense vowels is partly “due to developments in the history of the English language
that are still represented in the spelling.” This means that vowel distributions in
English do not always imply genuine sound classes, and [tense] may not be a genuine
phonological feature either.

Yet another possibility is that [tense] corresponds to vowel length, where tense
vowels are long and non-tense vowels short. Consider a two-height analysis of
monophthongs in American English, shown in (). Vowel length is based on
Ladefoged and Johnson (: ), except [æ], which is phonetically long too
(Peterson and Lehiste ). [e: o:] are also included, although they are sometimes
realized as diphthongs [ei ou].

() Two-height analysis of monophthongs in American English

+ATR i: u:

–ATR I ʊ

+ATR e: ɝ: o:

–ATR ɛ æ: U A: O:

In this analysis, all tense vowels are long (so are diphthongs, which are also tense).
The vowel [æ] seems exceptional: it is phonetically long but does not occur in open
syllables. However, [æ] does occur in an open syllable in a few marginal words. In
addition, in New York–Philadelphia English, [æ] undergoes “tensing” and becomes
a diphthong (Benua ), which is expected if [æ] is long in the first place. In fact,
once length is made use of, not all speakers need to treat [ɛ U], or even [I ʊ], as
[–ATR]. Such cross-speaker variability has been noted by Ladefoged et al. () and
Lindau ().

In summary, the traditional feature [tense] is problematic for any theory. Its
analysis in a two-height system is at least as good as in other approaches. Therefore,
there is no need to add additional features, such as [tense] or [low].

.. [+low] in P-base

P-base contains a large collection of sound classes, each of which is supposed to share
one or more common features. Let us consider whether the feature [low] is needed
for any of them. To do so, I propose the procedure in ().
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() Procedure for collecting and checking sound classes that involve [+low]
a. Collect all sound classes that contain one or more of [æ a A O ɒ].
b. Exclude classes that contain a non-low vowel.
c. Exclude classes that contain a consonant.

First, a sound class without a low vowel is not defined by [+low]. Since [O] is
sometimes used as a mid vowel and sometimes a low vowel, I group it with low
vowels, in order not to miss potentially relevant cases. Next, we exclude classes that
contain a non-low vowel, since they cannot be defined by [+low]. Finally, it is
reasonable to assume that [+low] is not specified for consonants; if a sound class
contains a consonant, the class is not defined by [+low] either.

There are , sound classes in P-base, including repetitions of the same class (i.e.
those whose members are identical). Our procedure yields just thirty-five classes of
interest. Eighteen of the classes consist of one basic low vowel, sometimes plus
variations of it. For example, consider the classes in ().

() Sound classes that consist of one basic “low” vowel

Class Features (at most)

[a] [+back, –round, –high, –nasal]

[a a ̃] [+back, –round, –high]

[O O ̃] [+back, +round, –high]

If a class contains a single basic vowel, or variations of it, there is no need for
[+low]. The reason is that, as seen in the preceding section, every vowel inventory in
P-base can be interpreted in a two height system. Therefore, any basic vowel can be
unambiguously referred to without using [+low].

The remaining seventeen classes come from fifteen languages (including two from
Boko/Busa and two from Sri Lanka Creole Portuguese). They are summarized in
Table ..

Thirteen of the classes consist of [O a] or [O O ̃ a ã]. In six languages (Arbore, Bemba,
Muna, Russian, North Slavey, and South Slavey), [O a] can be defined as [+back, –high].
In Boko/Busa (two identical classes), [O Õ a ã] can also be defined as [+back, –high].
Next, we consider Kpelle, the analysis of which is shown in ().

() Analysis of vowels in Kpelle (pairs in a cell differ in [ATR])

–back +back

–round +round –round +round

+high i u

–high e, ɛ a o, O
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It is reasonable to assume that [o] is [+ATR]. If [a] is [–ATR], we can define [O a] as
[+back, –high, –ATR]. A similar analysis can be offered for So (Soo). In Temne and
Ejagham, if [U] or [@] is [+ATR], we can again define [O a] as [+back, –high, –ATR].
Finally, we can define [O a] in Kana (Khana) as [+back, –high, –ATR, –nasal].

There are four classes left, from three languages (Chamorro, Midland Mixe, and
Sri Lanka Creole Portuguese). The analysis of Chamorro is shown in ().

() Analysis of vowels in Chamorro (pairs in a cell differ in [ATR])

–back +back

–round +round –round +round

+high i u

–high e, æ a o

We can define [æ a] as [–high, –ATR]. Interestingly, Chamorro also has a class [e
o], which can be defined as [–high, +ATR].

Next we consider Midland Mixe. Since its vowel inventory is similar to that of
Chamorro, we can define [æ a] as [–high, –ATR], too.

Finally, consider Sri Lanka Creole (SLC) Portuguese. There are seven short vowels
and seven long vowels, which are analyzed in ().

TABLE . Sound classes made of two or more “low” vowels in P-base, along
with their language names and vowel inventories

Language Class Inventory

Arbore [O a] [i u ɛ O a]
Bemba [O a] [i u ɛ O a]
Ejagham [O a] [i y u ɛ @ O a]
Kana (Khana) [O a] [i ̃ u ̃ i u e o ɛ̃ O ̃ ɛ O ã a]
Kpelle [O a] [i u e o ɛ O a]
Muna [O a] [i u ɛ O a]
Russian [O a] [i � u ɛ O a]
North Slavey [O a] [i u e ɛ O a]
South Slavey [O a] [i u ɛ O a]
So (Soo) [O a] [i u I ʊ e o ɛ O a]
Temne [O a] [i � u e U o ɛ a O]
Boko/Busa [O O ̃ a ã] [i i ̃ u u ̃ e o ɛ ɛ̃ O O ̃ a a ̃]
Boko/Busa [O O ̃ a ã] [i i ̃ u u ̃ e o ɛ ɛ̃ O O ̃ a a ̃]
Chamorro [æ a] [i u e o æ a]
Mixe, Midland [æ a] [i � u e o æ a]
SLC Portuguese [æ O æ : a : ] [i u e @ o æ O i : u : e : o : æ : a : O : ]
SLC Portuguese [æ O] [i u e @ o æ O i : u : e : o : æ : a : O : ]
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() Analysis of vowels in SLC Portuguese (pairs in a cell differ in [ATR])

Short Long

–back +back –back +back

–round –round +round –round –round +round

+high i u i : u :

–high e, æ @ o, O e : , æ : a : o : , O :

Again, if [e o @] are [+ATR] and [æ O a] [–ATR], then we can define [æ O] as
[–high, –ATR] and short.

The final class, [æ O æ : a : ] in Sri Lanka Creole Portuguese, presents a problem. If
we define it as [–ATR], the class should be [æ O æ : a : O : ], where [O : ] is also a
member, not in the original class. However, the problem has little to do with a two-
height system. Even if we assume a three-height system, the problem is still there.
This is shown in ().

() Analysis of vowels in SLC Portuguese in a three-height system

Short Long

–back +back –back +back

–round –round +round –round –round +round

High i u i : u :

Mid e @ o e : o :

Low æ O æ : a : O :

In a three-height analysis, [æ O] can be defined as [+low] and short, but there is no
way to define [æ O æ : a : ]: if we define it as [+low] (long or short), the class is [æ O æ :
a : O : ], where [O : ], not in the original class, is also included.

Classes like [æ O æ : a : ] are not uncommon in P-base; Mielke () calls them
“unnatural classes” because they cannot be defined by any feature set. The explan-
ations of “unnatural classes” are not relevant for the present discussion. It suffices to
know that adding the feature [low] does not solve the problem; therefore there is no
reason for doing so.

. Step raising

“Step raising” refers to cases where vowels of different heights are raised by one step
each. Parkinson () discusses a number of such cases and argues that vowel height
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should be represented incrementally, rather than with binary features. As an
example, let us consider Lena Spanish (Hualde : –) and compare three
analyses. For convenience, I call them (i) the incremental-height analysis (Parkinson
), (ii) the three-height analysis, which uses two binary features [high] and [low],
and (iii) the two-height analysis, which uses one binary feature [high].

Lena Spanish has five vowels [i u e o a]. In some context, [u] can raise the
preceding [a] to [e] and [e o] to [i u]. The data are shown in (), from Hualde
(: –).

() Step raising in Lena Spanish (Hualde )
Fem. sg. Masc. sg. Gloss

[a] → [e] gáta gétu ‘cat’
sánta séntu ‘saint’

[e] → [i] néna nínu ‘child’
bwéna bwínu ‘good’

[o] → [u] kósa kúsu ‘cripple’
bóna búnu ‘good’

In the incremental-height analysis (Parkinson : –), height is represented
by how many tokens of the feature [closed] a vowel has. The representation of the
vowels in Lena Spanish is shown in (). An additional feature can distinguish [i]
from [u] and [e] from [o], which we omit.

() Incremental-height analysis of vowels in Lena Spanish (Parkinson )
[i]
|

[closed]
|

[closed]

[u]
|

[closed]
|

[closed]

[e]
|

[closed]

[o]
|

[closed]

[a]

The more tokens of [closed] a vowel has, the higher the vowel. The lowest
vowel [a] is unspecified for [closed]. The prose form of the step-raising rule is
given in (). Since the target vowel gains a token of [closed], it is raised by one
step in height.

() Incremental-height analysis of step raising in Lena Spanish
If [u] follows a vowel X, where X has fewer tokens of [closed] than [u], spread
the lowest token of [closed] from [u] to X.

Next we consider the three-height analysis, shown in () and (), which uses two
traditional binary features [high] and [low] (Chomsky and Halle ).

. Step raising 



() Three-height analysis of vowels in Lena Spanish
Vowels Features
[i u] [+high, –low]
[e o] [–high, –low]
[a] [–high, +low]

() Three-height analysis of step raising in Lena Spanish
[+low] → [–low] / __ [+high, –low]
[–high, –low] → [+high] / __ [+high]

Three comments are in order. First, in the three-height analysis, step raising
involves two assimilation rules, instead of one; we shall return to this point. Second,
to prevent the rules from applying to [a] twice, another condition is needed, which
we omit here. Third, other analyses are possible, such as using [high] and [ATR]
(instead of [high] and [low]), or specifying [a] as [+low] without [–high]. The
alternatives are not considered here, because they have little consequence for our
discussion.

Finally, let us consider the two-height analysis, shown in () and (). We follow
the Successive Division Algorithm of Dresher () and assume that a language can
choose any set of features to distinguish its vowels. In the case of Lena Spanish, the
features are [ATR], [high], and [round], in that order. Other ways of specifying the
vowels are of little consequence and are not discussed here.

() Two-height analysis of vowels in Lena Spanish
[i] [u] [e] [o] [a]

[ATR] + + + + –
[high] + + – –
[round] – + – +

() Two-height analysis of step raising in Lena Spanish
[–ATR] → [+ATR] / __ [+high, +ATR]
[–high] → [+high] / __ [+high]

Let us now compare the three analyses. It is clear that the two-height analysis is
better than the three-height one. First, they both use two rules for step raising, so the
three-height analysis has no advantage. Second, we have seen that a two-height
system is sufficient to distinguish all vowels. Therefore, the three-height system is
unnecessarily complicated, and over-predicts possible vowel contrasts.

Next we compare the two-height analysis with the incremental-height analysis,
where the former is again superior. First we note that incremental heights alone
cannot account for true [ATR] harmony, where [I] can change to [i] and [ɛ] to [e] but
[e] cannot change to [I]. In addition, [ATR] harmony is not always triggered by a
higher vowel; for example, the change of [I] to [i] can be triggered by [e]. Therefore,
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the incremental-height theory still needs the feature [ATR], as acknowledged by
Parkinson (: ). If so, the theory has considerable redundancy. In particular,
apart from [ATR], Parkinson (: –) proposes at least four degrees of height, yet
we have seen that two degrees are sufficient. Why then does Parkinson favor multiple
heights in the analysis of Lena Spanish?

The only argument given in Parkinson (: ) is that step raising ought to be
analyzed with a single rule, or a “unified description,” probably because it is
traditionally referred to by a single term “metaphony” and is triggered by a single
vowel [u]. The argument has several problems. First, it is not clear, even in the
incremental-height analysis, whether the change from [a] to [e] is the same as that
from [e] to [i] (or [o] to [u]), because there is a structural difference: In the former,
[closed] is spread directly to the vowel, whereas in the latter, it is spread to an
existing token of [closed]. Second, in the two-rule analysis, each change involves
one feature from the same source [u], which could be viewed as a “unifying”
property, if it is at all important. Third, if the phonetic transcription is accurate,
[a] is [–ATR] and [i u e o] [+ATR], and the change from [a] to [e] does involve a
change in [ATR], whereas that from [e o] to [i u] does not. Therefore, the two-
height analysis is phonetically accurate, whereas the incremental-height analysis is
not. Finally, in the incremental-height analysis, height is an odd case among all
features: it is the only one that allows the same feature to stack up on top of each
other, whereas no other feature does. Such a dramatic change in feature theory
requires compelling evidence. If alternative analyses are unavailable or unnatural,
the justification would be strong. However, as we have seen, alternative analyses are
readily available, fully natural (in terms of assimilation), and possibly more accur-
ate phonetically. Therefore, there is no advantage in adopting incremental heights.

. Summary

I have shown that all contrasts among basic vowels in UPSID and P-base can be
represented in a two-height system, which uses four binary features [back], [high],
[round], and [ATR], giving a total of sixteen basic vowels. In addition, an examin-
ation of all sound classes in P-base shows that there is no need for [low]. Moreover,
I have discussed different analyses of step raising and shown that the two-height
system offers the simplest solution. We conclude that a two-height vowel system is a
viable and simpler alternative to traditional theories of vowel features.

. Summary 



5

Consonant contrasts

In this chapter I examine consonant contrasts in UPSID and P-base. I discuss consonants
in UPSID first, followed by those in P-base, where similar cases are discussed only briefly.

. Consonants in UPSID

UPSID contains  consonant types (distinct transcriptions), with a total of ,
tokens (two UPSID transcriptions are excluded: “G<” is not found and “h” is the same
as “hh”). They can be divided into a set of “basic” consonants and other sets that involve
an additional gesture or airstream mechanism. The categories are shown in Table .,
where the category “X-ized” includes various secondary articulations, such as labialized,
palatalized, and velarized. If a consonant falls under two (or more) categories, it is
arbitrarily included in just one. For example, a pre-nasalized affricate is grouped with
“Pre-nasalized” and notwith “Affricate.”Because every category is accounted for, it does
not matter whether a pre-nasalized affricate is grouped with “Pre-nasalized” or “Affri-
cate.” The same is true for other consonants that fall into two or more categories.

Some categories require little elaboration. In particular, I assume that clicks, ejectives,
and implosives involve different airstream mechanisms (Ladefoged and Johnson ),
but their other gestures are similar to those of basic consonants. In addition, a long
consonant can be represented as a regular one linked to two timing slots (Chapter ).
Moreover, “Laryngealized” (also called “Glottalized” in Maddieson : ) is a glottal
gesture independent from the oral closure; therefore, this feature is not controversial either.
Finally, a consonant can use two (or more) gestures, as long as they belong to separate
articulators. For example, breathy and aspirated consonants involve a glottal gesture,
independent from oral gestures. Similarly, labial-velar consonants involve two independent
gestures, soare consonants in the “X-ized” category, suchas [tw],where a secondgesture (the
secondary articulation) [w] is added to that of a basic consonant [t]. In what follows, I shall
focus on basic consonants. We return to pre-nasalized consonants, nasally released con-
sonants (also called post-nasalized consonants), and affricates in Chapter .

There are  basic consonants. Of these,  can be placed in an extended IPA table,
shown in Table .. The places of articulation, as named in UPSID, are Bilabial (BL),
Labio-Dental (L-D), Dental (Den), unspecified for Dental or Alveolar (D/A), Alveolar

A Theory of Phonological Features. First edition. San Duanmu.
© San Duanmu . Published  by Oxford University Press.



(Alv), Retroflex (Retr), Palato-Alveolar (P-A), Palatal (Pal), Velar (Vel), Uvular (Uvu),
Pharyngeal (Pha), andGlottal (Gl). Themanners of articulation are Plosive, Nasal, Trill,
Tap, Flap, Sibilant Fricative (Sib Fric), Fricative (Fric), Lateral Fricative (L-Fric), Lateral
Flap (L-Flap), Approximant (Appr), Lateral Approximant (L-App), and r-sound.When
a manner has two lines, the first is voiced and the second voiceless.

Since UPSID lists more sounds than are found in a regular IPA table, I have created
some new symbols. For example, I use [*] to indicate sounds that are ambiguous
between dental and alveolar, and [NS] to indicate some non-sibilant fricatives. Other
raised letters indicate either the place of articulation, such as [jPA] (a palatal-alveolar
[j]) or the manner of articulation, such as [βApp] (an approximant [β]). Given their
locations in the table, the meanings of the new symbols should be transparent.

There are six remaining “basic” consonants, which are listed in Table .. The
feature descriptions are those used in UPSID.

For each consonant, we ask whether it can contrast with a more common sound.
The result is shown in Table ..

InGuranti, there is no contrast betweena fricative trill and a regular trill. InKiowa, there
is no contrast between a “pre-stopped lateral” and a lateral affricate (to be discussed later
with affricates). InEkari, there isno contrast betweena regular [g] anda “laterally released”
[g]. In Axluxlay, there is no contrast between a “voiceless velar-alveolar lateral fricative”
and [l]̻ with velar aspiration; nor is there a contrast between [k] with “alveolar lateral
fricative release” and [kl]. Both [l ̻x] and [kl] are complex sounds that involve two separate
articulators, to be discussed later. Finally, inTacana, there is no contrast between a fricative
flap and an aspirated flap. In fact, an examination of the sources shows that this sound
should be a palatalized flap, or [ɾj] (VanWynen and VanWynen : ; Key : ).

We now return to basic consonants in Table .. We focus on issues that seem to
be exceptional, which are given in ().

TABLE . Consonants in UPSID. Categories with * are
discussed in Chapter 

Category Type Token

Basic  ,
Affricate*  
Click/Ejective/Implosive  
X-ized  
Labial-velar  
Breathy/Aspirated  
Pre-nasalized*  
Laryngealized  
Long  
Nasally released*  
All  ,
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TABLE .  basic consonants in UPSID; raised symbols, such as [*] and [NS] are
explained in the text

BL L-D Den D/A Alv Retr P-A Pal Vel Uvu Pha Gl
Plosive b b̪ d̪ d* d ɖ dPA ɟ g ɢ ɢPh ʔ̬

p ̪t t* t ʈ tPA c k q ʔ

Nasal m m̪ n̪ n* n ɳ nPA ɲ ŋ N 

n̥̪m̥ n*̥ n̥ ɳ̥ n̥PA ɲ̥ ŋ̥

Trill r̪ r* r rRet rPal R 
r*̥ ̥r

Tap ɾ̪Tp ɾTp

Flap ѵ ɾ̪ ɾ* ɾ ɽ ɾPA 

Sib Fric z̪ z* z ʐ ʒ ʑ
s̪ s* s ʂ ʃ ʑ̥

Fric β v̪ ð zNS* zNS ʐNS ʒNS ʝ ɣ ʁ ʕ ɦ
ɸ f̪ θ  ʂNS ʃNS ç x χ ħ h 

L-Fric ɮ̪ ɮ* ɮ ɭFr

ɬ̪ ɬ* ɬ L̥Fr

L-Flap lFl* lFl ɭFl 

Appr βApp ʋ ɹ* ɹ ɻ jPA j ɰ ʁApp

ɸApp ɹ* j ̥
L-App ̪l l* l ɭ lPA ʎ L 

l ̥̪ ̥l ɭ̥l*̥

r-sound r̪r̪ rr* rr 

̥r̥r*

TABLE . Remaining six “basic” consonants that do not fit into Table .

UPSID Token Description

"rF  Voiced dental/alveolar fricative trill
dlD  Voiced pre-stopped dental lateral approximant
gL  Laterally released voiced velar plosive
hxlF  Voiceless velar-alveolar lateral fricative
klF  Voiceless velar plosive with alveolar lateral fricative release
r[F  Voiced alveolar fricative flap
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() Issues to be examined among basic consonants:
Voiced glottal stop [ʔ ̬] and pharyngeal stop [ɢPh]
Contrast among dental, dental/alveolar, and alveolar places
Contrast between sibilant and non-sibilant fricatives
Contrast between taps and flaps
Contrast between lateral fricatives and lateral approximants
Contrast between r-sounds and other approximants

.. Voiced glottal stop and pharyngeal stop

The voiced glottal stop is reported in Karen, which is a clerical error. An examin-
ation of the source (Jones : ) shows that this sound is a regular voiceless
glottal stop.

The voiced pharyngeal stop is reported in three languages: Avar, Bats, and Iraqw.
According to Ladefoged (: ), it is impossible to make such a sound, nor is it
found in the standard IPA table. An examination of the inventories shows that none
of the languages has a contrast between a voiced pharyngeal stop and a voiced uvular
stop, the latter being a known sound. A close look at Iraqw is instructive. In
Maddieson (: ), Iraqw has a pharyngeal stop and a uvular stop, both
voiceless. However, in UPSID, updated by the same author (Maddieson and
Precoda ), the pharyngeal stop is voiced, while the uvular stop is voiceless; if
so, both stops can be interpreted as uvular, contrasting in voice rather than in place.
Moreover, in P-base, Iraqw has no pharyngeal stop, based on a newer source
(Nordbustad ). In summary, there is no compelling evidence for assuming
pharyngeal stops.

.. Dental, dental/alveolar, and alveolar places

Next we consider the places of dental, dental/alveolar, and alveolar. We ask whether
all three places are needed. To answer it, we search for all possible contrasts among
them. The result is shown in ().

TABLE . Analysis of the consonants in Table .

UPSID Language Analysis

"rF Gurani No contrast with a regular trill [r]
dlD Kiowa No contrast with lateral affricate [dl]
gL Ekari No contrast with [g]
hxlF Axluxlay No contrast with [l ̻x]
klF Axluxlay No contrast with [kl]
r[F Tacana No contrast with [ɾh] or [ɾj]

. Consonants in UPSID 



() Contrasts among dental (D), dental/alveolar (DA), and alveolar (A):

Contrast Example Result

D-DA-A triplets [θ s* s] Not found

D-DA pairs [θ s*] Not found

DA-A pairs [s* s] Not found

D-A pairs [θ s] Found

There is no contrast between D and DA or between DA and A. Therefore, we can
reduce “Dental or alveolar” by merging it with “Alveolar” (there is little consequence
if we merge DA with D instead).

.. Sibilant vs. non-sibilant fricatives

Nine pairs differ in this feature. A search through UPSID shows four pairs that are
contrastive. In all the cases, however, an alternative analysis is available. This is
shown in (), without the feature sibilant.

() Contrastive pairs between sibilant and non-sibilant fricatives

Pair Found in Analysis

[z ̪ ð] Albanian [z ð]

[s ̪ θ] Albanian, Spanish [s θ]

[ʒ ʒNS] Kabardian [ʒ ʑ]

[ʃ ʃNS] Kabardian [ʃ ɕ]

InAlbanian, the source considers the contrast tobe inplace, not in sibilance. Inparticular,
[ð θ] are “inter-dental” and [z̪ s]̪ are “post-dental” (Newmark : –). In addition,
there is no contrast between [z̪ s]̪ and [z s]. Therefore, we can consider the contrast to be
interdental for [θð] andnon-interdental for [s z].Asimilar analysis canbegiven forSpanish.

In Kabardian, the source considers the contrast to be in place, too. In particular,
Kuipers (: ) calls [ŝ ẑ] “palatal-alveolar” and [š ž] “alveolar-palatal,” and we
can interpret them as [ɕ ʑ] and [ʃ ʒ] respectively. In Chapter , I shall discuss palatals
in more detail and suggest that the tongue tip is raised in [ʒ ʃ] but not in [ʑ ɕ].

.. Taps and flaps

Next we consider whether a tap and a flap can contrast with each other. UPSID lists
two such pairs: [ɾ ̪ ɾ ̪Tp] and [ɾ ɾTp]. However, a search through UPSID shows that
neither pair is contrastive in any language. Therefore, we can merge tap and flap into
a single category.

 Consonant contrasts



We also consider the contrast between a lateral flap and non-lateral flap. A search
yields one pair, which is found in three languages, shown in ().

() Contrast between a non-lateral flap [ɾ] and lateral flap [lFl]

Language Comment Analysis

Paez No [r] or [l] [r l]

Yucuna No [r] or [l] [r l]

Kewa No [r] or [l] [r l]

None of the languages has a contrast between a flap [r] and a regular [r], or between
a flap [l] and a regular [l]. Therefore, the contrastive pair could be represented as [r l].

.. Lateral fricatives vs. lateral approximants

While both “lateral” and “fricative” are known features, their combination is rather
unusual, because laterals are typically sonorants while fricatives are not. Therefore, we
want to find out whether lateral fricatives can be confirmed. There are seven relevant
pairs in Table .. A search through UPSID found three pairs, shown in Table ..

Diegueno has four laterals [l ɬ l ̪ ɮ̪], divided into two places (alveolar and dental).
The alveolar pair can be distinguished by voice, where [l] is voiced and [ɬ] voiceless.
The dental pair can be distinguished by aspiration, where [l]̪ is unaspirated and [ɮ̪]
aspirated (breathy). In neither case do we need to assume a lateral fricative.

The other nine languages contain three basic laterals each (we ignore non-basic laterals
here, such as long laterals, labialized laterals, and lateral affricates). In three of the
languages, the place is unspecified between dental and alveolar. In the other six languages,
the place is indicated as alveolar. Let us use [l ɬ ɮ] to represent the basic laterals in all of
them. Two analyses are available without assuming lateral fricatives. One makes use of
[voice] and [aspiration], shown in (), where [+voice, +aspirated] is also called “breathy.”

TABLE . Contrastive pairs between a lateral fricative and a lateral approximant in
UPSID; [*] indicates a place that could be dental or alveolar

UPSID IPA Found Languages

[lDF]-[lD] [ɮ ̪ ]-[l]̪  Diegueno
[hlDF]-[hlD] [ɬ̪]-[l ̥]̪ 
["lF]-["l] [ɮ*]-[l*]  Archi, Ik, Socotri
[lF]-[l] [ɮ]-[l]  Kanakuru, Lame, Margi, Ngizim, Tera, Zulu
["hlF]-["hl] [ɬ*]-[l*̥] 
[hlF]-[hl] [ɬ]-[l]̥ 
[l.F]-[l.] [ɭFr]-[ɭ] 
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() Analysis of basic laterals in terms of [voice] and [aspirated]
Lateral [l] [l]̥ [ɬ] [ɮ]
[voice] + – – +
[aspirated] – – + +

In the second analysis, a “fricative lateral” has an additional palatal gesture (by
raising the tongue body towards the palate). This is shown in ().

() Analysis of basic laterals in terms of secondary articulation
Lateral [l] [l]̥ [ɬ] [ɮ]
[voice] + – – +
Palatal – – + +

There are two arguments for (). First, while the basic laterals in Archi are
transcribed with the same place in UPSID (either dental or alveolar), Chumakina
et al. (: ) split them into two places: [l] is dental and [ɬ ɮ] are palatal-alveolar.
Similarly, Ladefoged and Maddieson (: ) transcribe the laterals as [l L L̥],
where [L L ̥] are “pre-velar,” which is a similar region to palatal. The second argument
comes from Ngizim (Schuh : ), where all alveolar consonants are palatalized
before [i], but not [l ɬ ɮ] (or [r r ̃]). This restriction is natural if [ɬ ɮ] are already
palatal; in addition, to palatalize [l] would change it to [ɮ], which explains why there
is no contrast between a palatalized [l] and [ɮ].

In summary, there is no compelling evidence for the category of lateral fricatives.
Instead, known features, such as [voice], [aspirated], and a secondary palatal articu-
lation are sufficient to distinguish all basic laterals in UPSID.

.. “r-sound” and “approximant [r]”

Three such pairs are found in Table .. A search through UPSID yields the result in
Table .. Since no contrast is found, we can omit the category “r-sound.”

.. Summary

An exhaustive examination of UPSID shows that many listed contrasts are not
substantiated. Instead, Table . can be reduced to Table ..

TABLE . Contrastive pairs between an “approxi-
mant [r]” and an “r-sound” in Table .; a search
through UPSID found no such pair

UPSID IPA Found

["rA]-["rr] [ɹ*]-[rr*] 
["hrA]-["hrr] [ɹ*̥]-[r ̥r*̥] 
[rA]-[rr] [ɹ]-[rr] 
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As we shall see shortly, this table is sufficient for representing all contrasts among
basic consonants in P-base, too.

. Consonants in P-base

P-base contains  consonant types (distinct transcriptions), with a total of ,
tokens. We again divide them into different categories, shown in Table .. As with
UPSID, if a consonant has properties of two (ormore) categories, it is arbitrarily included
in just one. For example, [kp͡w] is grouped with “double” and not with “secondary.”

TABLE . Consonants in P-base. Categories with * are
discussed in this chapter and those with ** in Chapter 

Categories Example Type Token

Basic* [m]  ,
Secondary [dj dw]  ,
Click, Ejective, Implosive [! t0 ɓ]  
Affricate** [bv ts]  
Pre- and post-nasalized** [nd tn]  
Placeless nasal [N?]  
Others* [d ̏ ʔk]  
Double [kp͡]  
Long [b:]  
Breathy [m̤z ̤]  
Voiceless* [m̥ d]̥  
Nasalized [w̃ ɾ]̃  
Syllabic [m̩]  
Total  ,

TABLE . Eighty-nine basic consonants in UPSID, after removing non-contrastive
sounds from Table ..

BL L-D ID D/A

ѵ

Retr P-A Pal Vel Uvu Pha Gl
Plosive p b t d̪̪b̪ t d ʈ ɖ tPA dPA c ɟ k g q ɢ ʔ

Nasal m̪ n n̪ ɳ ɳ̥n n̥ ɲ ɲ̥ n̥n ŋ ŋ̥ N
Trill r̪

m m̥
̥r r rRet rPal R

Flap/Tap ɾ̪ ɾ ɽ ɾPA

Fricative ɸ β θ ð s z ʂ ʐ ʃ ʒ ɕ ʝ x ɣ χ ʁ ħ ʕ h ɦ
Appr ɸApp βApp ʋ r̪ ɻ jPA j j ɰ ʁApp

L-App

f v̪ ̪

̪l l ɭ ɭ̥
̥ɹ ɹ̥

l l̥ lPA ʎ L ̥ L
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The category “Basic” refers to those that can fit into a traditional IPA table. The
category “Secondary” refers to those that have a raised diacritic, traditionally called
secondary articulation; the category also includes aspirated consonants, such as [th].
The category “Double” refers to doubly articulated consonants, i.e. those with two
equal oral closures, including [w]. “Breathy” refers to aspiration in voiced conson-
ants. “Voiceless” refers to a diacritic (circle below) that is added to what are otherwise
voiced consonants. “Nasalized” refers to nasalization of voiced continuants (except
[h ̃], which seems to be an error for [ɦ]; see Elugbe : ). “Placeless nasal” refers
to nasals whose place is determined by the following consonant in a NC cluster. The
terms “Affricate,” “Click,” “Ejective,” “Implosive,” “Pre-nasalized,” “Post-nasalized,”
“Long,” and “Syllabic” are familiar in the literature. The category “Others” refer to
those with other diacritics.

We shall leave affricates, pre- and post-nasalized stops, clicks, ejectives, and
implosives for Chapter . In addition, we assume that a consonant can use two
(or more) independent articulators at the same time. Therefore, no elaboration is
needed for secondary articulations (which normally involve an articulator different
from the primary one), doubly articulated sounds, or nasalized continuants.
A placeless nasal will acquire its place from the following consonant and become
one of the nasals in the “basic” category, so no separate discussion is needed. Breathy
consonants involve voiced aspiration, which is not controversial, but we should check
whether there is a contrast between two alternative diacritic symbols, such as [m̤mɦ],
and no such contrast is found. Finally, a long consonant can be represented by a
regular one linked to two timing slots (Chapter ) and a syllabic consonant can be
represented by its location in a syllable; therefore, these categories require no
elaboration either. In what follows, we focus on the categories “Basic,” “Voiceless,”
and “Others.”

.. Basic consonants

The sixty-three basic consonants in P-base are shown in Table .. The places of
articulation are Bilabial (BL), Labio-dental (L-D); Interdental (ID); Dental (Den);
Alveolar (Alv); Retroflex (Ret), Alveolar-Palatal (A-P), Pre-palatal (PPal), Palatal
(Pal), Velar (Vel), Uvular (Uvu), Pharyngeal (Pha), and Glottal (Gl). The manners of
articulation are Stop, Nasal, Trill, Flap, Fricative (Fric), Approximant (App), and
Lateral approximant (L-App). When a cell has two sounds, the first is voiceless and
the second voiced.

Two properties of this table require some discussion: (i) the four-way contrast
among interdental, dental, alveolar, and retroflex places, and (ii) the three-way
contrast among alveolar-palatal, pre-palatal, and palatal places.

There are no interdental stops, but there are seven triplets among dental, alveolar,
and retroflex places. They are shown in (), along with the search results.
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() Seven triplets in Table . for dental, alveolar, and retroflex places

Triplet [t ̪ t ʈ] [d ̪ d ɖ] [s ̪ s ʂ] [z̪ z ʐ] [ɾ ̪ ɾ ɽ] [l ̪ l ɭ] [r ̪ ɹ ɻ]

Languages       

The data show that a three-way contrast among dental, alveolar, and retroflex
places is possible for stops (and laterals), but not for fricatives (or rhotics). Let us take
a close look at pairs of contrastive places for fricatives, shown in ().

() Pairs of contrastive places for fricatives

Place pair [θ s̪] [ð z̪] [s̪ s] [z ̪ z] [s ̪ ʂ] [z ̪ ʐ] [s ʂ] [z ʐ]

Languages        

The point of interest here is that fricatives do not contrast between dental and
alveolar places, although stops do. On the other hand, fricatives do contrast between
interdental and dental places, but stops do not. To account for these properties,
I propose a hypothesis in () which I call the Coronal Hypothesis, since the tongue
tip (coronal) is involved in all four places (interdental, dental, alveolar, and retroflex).

() The Coronal Hypothesis
The tongue tip (coronal) can make use of up to three contrastive places (e.g. dental,
alveolar, and retroflex for stops, or interdental, alveolar, and retroflex for fricatives).

The Coronal Hypothesis is consistent not just with data in P-base but with those in
UPSID, which we discussed above.

TABLE . Sixty-three basic consonants in P-base. Voiceless sonorants, such as [m̥],
are grouped under “Voiceless” (see Table .) and not included here. Aspirated
consonants, such as [th], are grouped under “Secondary” (see Table .) and are not
included here either

BL L-D ID Den Alv Ret A-P PPal Pal Vel Uvu Pha Gl

Stop p b d̪̪t t d ʈ ɖ c ɟ k ɡ q ɢ ʔ

Nasal m n̪ n ɳ ɲ ŋ ɴ

Trill r ʀ

Flap

̪

ɾ̪ ɾ ɽ

Fric ɸ β f v θ ð z̪s̪ s z ʂ ʐ ʃ ʒ ɕ ʑ ç ʝ x ɣ χ ʁ ħ ʕ h ɦ

App r̪ ɹ ɻ j ɰ

L-App l l ɭ ʎ

ѵ
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Let us now consider contrasts among alveolar-palatal, pre-palatal, and palatal
places. There are two such triplets in P-base, shown in ().

() Two triplets in Table . for alveolar-palatal, pre-palatal, and palatal places

Triplet [ʃ ɕ ç] [ʒ ʑ ʝ]

Languages  

None of the languages in P-base seems tomake use of all three kinds of palatals. On the
other hand, there are languages thatmake use of two palatal places. This is shown in ().

() Pairs of two kinds of palatal places in Table .

Place pair [ʃ ɕ] [ʒ ʑ] [ʃ ç] [ʒ ʝ] [ɕ ç] [ʑ ʝ]

Languages      

While contrasts between different kinds of palatals seem infrequent, there are in fact
a lot more palatal sounds, many of which are represented with a secondary articulation,
not included in the table of basic consonants. I shall return to this issue in Chapter .

This completes our discussion of basic consonants in P-base. In Table . we
revise Table . slightly.

.. Consonants with a “voiceless” diacritic

Fifteen consonants have a voiceless diacritic [r ̥ m̥ n ̥ ʎ ̥ j ̥ l ̥ ɲ ̥ ɥ ̥ ŋ̥ b ̥ d ̥ ɟ ̥ g ̥ v ̥ ʒ̥]. It is
uncontroversial that sonorant consonants (nasals, liquids, and glides) can be voiced
or voiceless. Therefore, we focus on obstruent consonants (stops and fricatives).

TABLE . Sixty-one basic consonants in P-base, reduced from Table ., after (i)
removing the Dental column by shifting some sounds to Interdental and some to
Dental/Alveolar (D/A), and (ii) deleting [s ̪ z̪], which do not contrast with [s z]. This
table is nearly identical to that obtained from UPSID, except that the UPSID table
comprises eighty-nine consonants

BL L-D ID D/A Ret A-P PPal Pal Vel Uvu Pha Glo

Stop p b d̪̪t t d ʈ ɖ c ɟ k ɡ q ɢ ʔ

Nas m n̪ n ɳ ɲ ŋ ɴ

Trill r ʀ

Flap ɾ̪ ɾ ɽ

Fric ɸ β f v θ ð s z ʂ ʐ ʃ ʒ ɕ ʑ ç ʝ x ɣ χ ʁ ħ ʕ h ɦ

App r̪ ɹ ɻ j ɰ

L-App ̪l l ɭ ʎ

ѵ
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Voiceless obstruents are normally transcribed with regular IPA symbols, such as [p t
k], without a voiceless diacritic. Therefore, we ask whether those with the diacritic can
contrast with one without, such as [b̥] vs. [p]. The result is shown in Table ..

InNdebele, [b̥ d̥ ɟ ̥ g]̥ do not contrast with unaspirated [p t c k]. Therefore, we can use the
latter set of symbols, as other authors of the language do (Pelling ; Mawadza ). In
Breton, [v]̥ is the lenis counterpartof fortis [f] (Press:),where lenis soundsare short
and fortis ones long (Press : ). We can therefore represent the pair as [f] (lenis) and
[ff] (fortis) instead. Finally, [ʒ̥] is is a clerical error for [dz]; the latter is used in the source
(Cherchi : ) and other studies of Georgian (e.g. Aronson ; Hewitt ). Thus,
there is no evidence for a contrast between a devoiced obstruent and a voiceless one.

.. Other consonants

The category “others” contains seventy-two consonants. They can be divided into
several groups, shown in Table ..

Tense consonants are found in four languages, all of which can be analyzed in
terms of more common features. This is shown in Table ..

Korean is often reported to have three series of voiceless consonants: aspirated,
unaspirated tense, and unaspirated lax. However, it has been shown that, in word-
initial positions, the distinction between the latter two does not lie entirely in the
consonants themselves but mainly in the following vowel, where a tense onset leads
to a high tone and a lax one leads to a low tone (Kim ; Kim et al. ; Kim and
Duanmu ). In addition, in medial positions, tense consonants remain voiceless

TABLE . Analysis of obstruent consonants with a “voiceless”
diacritic

Sounds Language Examination Analysis

[b ̥ d̥ ɟ ̥ g ̥] Ndebele No [p t c k] [p t c k]
[v ̥] Breton Lenis [f] [f] (vs. [ff])
[ʒ ̥] Georgian Error [dz]

TABLE . Consonants in the category “others” in Table .

Group Type Members

Tense  [b̏ c̀ɕ d̏ ɣ̀ k̀ ɬ̀ m̏ n̏ p̀ s̀ ʃ̀ t̀ t ̪̀ ts̀ tʃ̀ x̀ χ̀]
Lax  [b̂ d̂ ĝ ˚̂ k̂ m̂n̂ t̂ b* p* Ł* w*]
Glottal  [ʔb ʔd ʔj ʔk ʔl ʔm ʔn ʔp ʔt ʔw]
Lateral  [bɮ tɬ dl tl lθ̪ ɬ ɮ l ̟ ɺ]
Breathy  [kwɦ pɦ tɦ tʃɦ ts̪ɦ̪ wɦ]
Diacritic  [n̞ s ̞ d ̻ n ̻ s ̻ z ̻ r ̌ s ̌ v ̌ n ̟ r]̟
Remaining  [fʃ ʃtʃ βm vɾ sv̪ z ̪v ɾð]
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but lax consonants are voiced. Therefore, an alternative analysis is available with
regular features: “tense” consonants are voiceless unaspirated, and “lax” consonants
are underlyingly voiced. In addition, the tonal difference in word-initial position can
be derived from the voicing difference in the onset, similar to the case of standard
tonogenesis (Kim and Duanmu ).

In Godoberi, consonants can be voiced, voiceless tense, and voiceless lax. Accord-
ing to Kodzasov (: –), lax consonants are aspirated and tense ones are not. On
the other hand, according to Hewitt (: ), tense (or fortis) consonants are
“voiceless unaspirated or geminate.” Either way, there is no need to assume the
feature “tense,” since a regular property, aspiration or length (gemination), is
sufficient.

In Warembori (Donohue ), “heavy consonants” attract stress, are long, and
resist lenition. Therefore, they can again be represented by length (gemination). The
same seems true in Mbili, where most consonants have a short–long pair, such as
[t t:], [m m:], and [l l:], whereas the two voiced velar fricatives are given as [ɣ ɣ̀],
which could be represented as [ɣ ɣ:] instead.

Next we consider lax (or lenis) consonants, which are found in seven languages.
Six of them (Auchi, Emhalhe, Ghotuo, Ibilo, Oloma, and Uneme) belong to the Edoid
group (of the Niger-Congo family) and are described by the same author (Elugbe
). The other language is Maasai (Hollis ).

Elugbe (: –) states that lenis consonants in the Edoid group are shorter and
can alternate with fricatives. In addition, in these sounds “breathy voicing . . . is very
much in evidence,” and Elugbe indicates it with [h], e.g. writing [b̂ d̂ ĝ ĵ k̂ m̂ n̂ t̂] as [bh
dh gh jh kh mh nh th] respectively. Therefore, we can represent the lenis/non-lenis
contrast either by length or by breathiness (and in some cases by a fricative/stop
contrast).

In the P-base source for Maasai, Hollis (: –) (republished in ) describes
the lax consonants [b* p* v* w*] as being “pronounced in a lazy way by just opening
the lips.” He lists twenty-six consonants but notes that some “are interchangeable.”
For example, [gh k] are interchangeable, so are [b* w* Ł*]. In a later study by Tucker
and Mpaayei (), for which Hollis wrote the preface, [b* p* v*] are no longer

TABLE . Analysis of “tense” consonants in P-base. [k̀]
is found in two languages, while the others are found in
one language each.

Language Consonants Analysis

Korean [c̀ɕ k̀ p̀ s̀ t̀] Voice/aspiration
Godoberi [ɬ̀ ʃ̀ t ̪̀ ts̀ tʃ̀ x̀ χ̀ k̀] [–aspirated]
Warembori [b̏ d ̏ m̏ n̏] Long
Mbili [ɣ̀] Long
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included (nor is [gh]). In addition, the contrast between [w w*] is represented as [w
wu] instead. Therefore, there seems to be no need for a feature “lax.”

Next we consider the glottal consonants [ʔb ʔd ʔj ʔk ʔl ʔm ʔn ʔp ʔt ʔw].
“Glottalization” refers to stiff or partially constricted vocal folds, which is not in
itself controversial. What we need to find out is whether there is a contrast between
pre-glottalization and post-glottalization, such as [ʔb] vs. [bʔ], or between glottal-
ization and creakiness, such as [ʔb] vs. [b ̰]. A search through P-base yields no such
contrast.

Next we consider the set [bɮ tɬ dl tl l ̪θ ɬ ɮ l ̟ɺ], which involve laterals. I shall argue in
Chapter  that [dl tɬ] are possible complex sounds (so is [bl]). The analysis of the
others in this group is shown in Table ..

[l ̟ ɬ ɮ] can be represented with the more common symbols [l ̪ l ̥ l]̤ (or [l ̪ l ̥j l ̤j])
respectively, similar to the case in UPSID. [tl bɮ] can be represented as [tɬ bl], to be
discussed in Chapter  (along with [dl]). [lθ̪] is reported in Ingessana (Crewe ),
which does not contrast with [ð] (or [θ]); it can therefore be represented by the
latter—a solution adopted by Stirtz (: ) in a more recent and more extensive
study. Finally, let us consider [ɺ], which is a lateral flap. We have seen in UPSID that
there is no contrast between a lateral flap and a regular lateral, or between a lateral
flap and a regular flap. In P-base, [ɺ] is found in eleven languages, six of which do not
have a regular lateral [l]; in the other five, there is no [ɽ]. Thus, none of the laterals
requires a new feature.

Next we consider breathy consonants [kwɦ pɦ tɦ tʃɦ t ̪s ̪ɦ wɦ]. The term “breathy”
refers to voiced aspiration, which is not controversial itself. However, we should
consider voicing agreement in breathy consonants. For example, in [pɦ], [p] is
voiceless while [ɦ] is voiced, which are incompatible features within a sound
(Chapter ). Therefore, we must examine whether [pɦ] contrasts with a more
common sound, such as [bɦ] (or [bɦ]). The same applies to other breathy consonants.
The result is shown in Table ..

TABLE . Analysis of consonants involving laterals. [dl tɬ] will be
discussed in Chapter 

Sound Languages Check Analysis

[l]̟  No [l]̪ [l ̪]
[ɬ]  No [l]̥ or [l ̥j] [l]̥ or [l ̥j]
[ɮ]  No [l]̤ or [l ̤j] [l]̤ or [l ̤j]
[tl]  No [tɬ] [tɬ]
[bɮ]  No [bl] [bl]
[lθ̪]  No [θ] or [ð] [θ] or [ð]
[ɺ]  No [l] or [ɽ] [l] or [ɽ]

. Consonants in P-base 



Of the breathy consonants found in Ikalanga, [wɦ] is not a problem, since both
parts are voiced. The other five have a voiceless first part, none of which contrasts
with a voiced one. Therefore, all the breathy consonants can be analyzed as under-
lyingly voiced.

Next we consider the set [n̞ s ̞ r ̌ s ̌ v̌ d ̻ n̻ s ̻ z̻ n̟ r ̟], each of which involves a special
diacritic. We again examine whether each can contrast with a more common sound.
The result is shown in Table ..

[n̞ s]̞ are found in Ndebele. In the source (Ziervogel : ), these sounds are
described as “post-alveolar,” a place that lies between alveolar and palatal. A more
common feature for this place is retroflex, or [ɳ ʂ], which Ndebele does not otherwise
have. The diacritic [ˇ] has two meanings; in the IPA system it means a short sound,
whereas in popular usage it means a palatal sound. [r ̌] is found in Czech, which does
not contrast with a palatal [r], or [rj]. [š] is reported in Nuer, which does not contrast

TABLE . Analysis of breathy consonants,
all of which are found in Ikalanga only

Sound Check Analysis

[kwɦ] No [gwɦ] [gwɦ]
[pɦ] No [bɦ] [bɦ]
[tɦ] No [dɦ] [dɦ]
[tʃɦ] No [dʒɦ] [dʒɦ]
[t̪s ̪ɦ] No [d ̪z ̪ɦ] [d̪z ̪ɦ]
[wɦ] Same voicing [wɦ]

TABLE . Analysis of consonants involving a diacritic. A question mark in the
diacritic column indicates that the IPAmeaning of the diacritic does not match the
description of the sound

Sound Count Diacritic Source Analysis Language

[n̞]  ? Post-alveolar [ɳ] Ndebele
[s]̞  ? Post-alveolar [ʂ] Ndebele
[r ̌]  Palatal ‘soft” [rj] Czech
[s ̌]  Palatal No [ʃ] or [s] [ʃ] or [s] Nuer
[v ̌]  Short Flap [Ł] Higi
[d]̻  Laminal No [dj] [dj] Hixkeryan, Dyerbal
[n]̻  Laminal No [nj] [nj] Dyerbal, kamba
[s]̻  Laminal No [sj] [sj] Kannada, Arabic, Basque
[z̻]  Laminal No [zj] [zj] Arabic
[n̟]  Advanced No [n̪] [n̪] Irish dialects
[r]̟  Advanced No [r ̪] [r ̪] Irish dialects
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with [ʃ] (a palatal [s]) or a regular [s]. [v ̌] is reported in Higi. The source describes it
as a flapped fricative (Mohrlang : ), for which there is a more common
symbol, [ⱱ], which the language does not use. The term “laminal” is often used to
refer to palatal (or palatalized) consonants. Therefore, we check whether [d ̻ n̻ s ̻ z]̻
contrast with [dj nj sj zj] and the answer is no. Therefore, we can represent [d ̻n ̻ s ̻ z]̻ as
[dj nj sj zj]. Finally, [n ̟] (a nasal) and [r ̟] (a tap) are reported in Irish ( dialects). The
diacritic “advanced” refers to place of closure more forward than what is indicated by
the IPA symbol. In the case of [n ̟ r ̟], the closure is more forward than alveolar, which
is dental. Therefore, we ask whether [n ̟ r ̟] contrast with [n̪ r ̪] and the answer is no.
Therefore, we can represent [n̟ r ̟] as [n̪ r ̪].

The last set of sounds to consider consists of [fʃ ʃtʃ βm vɾ s ̪v z̪v ɾð]. They are
analyzed in Table ..

[fʃ] is found in Sotho. According to the source (Doke and Mofokeng : ), [fʃ]
only occurs in a specific context, where a verb ends in [f] and the passive suffix starts
with [ʃ]. In addition, [fʃ] “is merely alternative to” [ʃ]. Therefore, there is no reason to
consider [fʃ] to be a phoneme but a cluster of two sounds.

[ʃtʃ] is a clerical error. It is the pronunciation of the Russian orthographic letter
“щ,” not of a phoneme (Unbegaun ). In phonemic studies of Russian (such as
Hamilton ), [ʃtʃ] is not included in the phoneme inventory. It is of interest, too,
that [ʃtʃ] alternates with [ʃʃ] and can be represented by two Russian letters, “cx” or
“px” (Unbegaun : ).

[βm] is reported in Waffa. In the source (Stringer and Hotz : ), it is
described as “a nasalized voiced bilabial fricative.” If so, the representation should
be [β ̃]. Such a sound, while rare, has compatible features, because [β] and nasalization
involve independent articulatory gestures. Alternatively, we can represent the sound
as [w̃] (which Waffa does not otherwise have), which is found in nineteen other
inventories in P-base.

[vɾ] is reported in Margi. In the source (Hoffman : ), it is a “voiced
labiodental flap,” whose IPA symbol is [ⱱ]. It is worth noting, too, that [vɾ] is
marginal in Margi, since it is only found “in ideophones only” (Hoffman : ).

TABLE . Remaining consonants in the “others” category

Sound Count Language Source Analysis

[fʃ]  Sotho Cluster [f]+[ʃ]
[ʃtʃ]  Russian Cluster [ʃ] + [tʃ]
[βm]  Waffa [β̃] [β̃] or [w̃]
[vɾ]  Margi Flap, marginal marginal
[s ̪v]  Karanga ( dialects) [sw] [sw]
[z̪v]  Karanga ( dialects) [zw] [zw]
[ɾð]  Tacana Laminal flap [ɾj]
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[s̪v] and [z ̪v] are reported in two varieties of Karanga. According to the source
(Marconnès : ), these sounds are phonetically [s ̪w] and [z ̪w] (with bilabial
rounding) and should be so transcribed. They are represented orthographically as
“sv” and “zv” in order to distinguish them from [sw] and [zw], which are clusters of
two sounds each.

Finally, [ɾð] is reported in Tacana as a flap. According to the source (Key : ),
Tacana has two flaps, one involving the “tongue tip” and one the “tongue blade”—a
contrast also used to distinguish [s] and [ʃ]. The contrast could be interpreted as
either one of palatalization [ɾ]-[ɾj], or one of retroflection [ɾ]-[ɼ].

. Summary

Our analysis of UPSID and P-base shows that there are fewer basic consonants than
previously assumed. In addition, the two databases yield a similar inventory of basic
consonants, seen in Table . for UPSID and Table . for P-base, which we merge
to yield Table .. The places of articulation are bilabial (BL), labio-dental (LD),
interdental (ID), dental or alveolar (D/A), retroflex (Ret), palatal-alveolar (PA), pre-
palatal (PPal), palatal (Pal), velar (Vel), uvular (Uv), pharyngeal (Pha), and glottal
(Gl). The manners of articulation are plosives (Pl), nasal (Nas), trill, flap or tap (Fl/T),
fricative (Fric), approximant (Ap), and lateral approximant (LAp).

The table still has many empty cells, and several issues could be further explored.
For example, do flaps/taps contrast with stops? Do trills contrast with fricatives? Do
trills contrast with flaps/taps? Preliminary examinations suggest that some further
reduction is possible. For example, no language in P-base has a contrast between the
trill [ʀ] and the fricative [ʁ]. However, we leave these questions open for now.

TABLE . Basic consonants in UPSID and P-base. Two sounds, [ɕ ʑ], are found in
P-base only. Twenty-nine sounds, [b ̪ tPA dPA m ̥ m̪ n̪̥ n̥ ɳ ̥ ɲ̥ ɲ ȵ̥ ŋ̥ r ̪ r ̥ rRet rPal ɾPA ɸApp

βApp Ł ɹ ̥ jPA j ̥ ʁApp l ̥̪ l ̥ ɭ ̥l
PA L ̥ L], are found in UPSID only, most of which are voiceless

sonorants. The remaining fifty-nine sounds are found in both databases

BL LD ID D/A Ret PA PPal Pal Vel Uv Pha Gl
Plo p b b̪ d̪̪t t d ʈ ɖ tPA dPA c ɟ k g q ɢ ʔ
Nas m̪m  m̥ n n̪ ̥ ̪ n n̥n̥ n ɳ ɳ̥ ɲ ɲ̥ ŋ ŋ̥ ɴ

Trill ̪
̪

r ̥r r rRet rPal ʀ
Fl/T ɾ ɾ ɽ ɾPA

Fric ɸ β v̪f̪ θ ð s z ʂ ʐ ʃ ʒ ɕ ʑ ɕ ʝ x ɣ χ ʁ ħ ʕ h ɦ
Ap ɸAp βAp ʋ ̥ɹ ɹ ɻ jPA j j̥ ɰ ʁApp

L-Ap l  l̥̪ ̪
r̪

̥l  l ɭ  ɭ̥ lPA ʎ L ̥ L

ѵ
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6

A feature system

Many feature systems have been proposed before and there is a large set of feature
terms with overlapping meanings in the literature. For example, “voiceless” is
similar to the binary feature value “[–voice]” or “[+stiff] vocal folds,” and “oral”
is similar to “[–nasal],” or “[+raised] velum.” In the preceding chapters I have used
fairly common feature terms to refer to contrasts. Since we have found fewer
contrasts than previously assumed, there is the question of which subset of trad-
itional features to keep. In particular, some features focus on acoustic effects, such
as “voiceless,” and some focus on articulatory gestures, such as “[+stiff] vocal folds”
(Halle and Stevens ). Should we focus on articulatory gestures, acoustic
properties, or auditory impressions? In addition, can features refer to abstract
concepts, devoid of phonetic correlates? Moreover, should features be binary,
multi-valued, or mono-valued?

In this chapter we consider such questions. I start by a review of several major
proposals. Then, I outline a system in which features are gestures of active articula-
tors. Next I discuss the representation of vowels, consonants, and tones, followed by a
discussion of feature specification. Finally, I discuss variations in the phonetic
realization of features.

. Previous proposals

In this section, I review several feature systems that have been proposedbefore: Jakobson
et al. (), Chomsky andHalle (), Clements (), Clements andHume (),
Browman and Goldstein (), Halle (; ), and Ladefoged ().

.. Jakobson et al. ()

Jakobson et al. () propose a system of fifteen binary features, shown in Table ..
Some feature terms are not commonly used in other systems, and for them a more

common term (or terms) is given in the last column. For example, “interrupted” is
similar to a “stop” consonant and “checked” is similar to a glottalized consonant
or vowel.

A Theory of Phonological Features. First edition. San Duanmu.
© San Duanmu . Published  by Oxford University Press.



The feature types “source,” “envelope,” and “resonance” imply a source–filter
model of speech production. Specifically, Jakobson et al. () assume the func-
tion W = T � S, where W is the speech signal (waveform), T the transfer function
(the vocal tract), and S the sound source. Naturally, there is a preference to define
features in acoustic terms. For example, “resonance” features are defined by
formant frequencies, formant positions, formant movement, or the energy level,
as indicated in the last column in Table ., regardless of whether the sounds under
each feature share any articulatory similarities. For example, “grave” covers dorsal
(tongue body) consonants [k g], labial consonants [p b], and back vowels [A u ɯ],
but not coronal (tongue tip) consonants [t d] or front vowels [æ i y]. This means

TABLE . A system of fifteen binary features proposed by Jakobson et al. ().
The “source,” “envelope,” and “resonance” features are also called “inherent”
features

Feature Type Example Notes

Vocalic/non-vocalic Source [a r]/[p j]

Consonantal/non-
consonantal

Source [r p]/[a j]

Voiced/unvoiced Source

Interrupted/
continuant

Envelope Stop

Checked/unchecked Envelope Glottalized

Strident/mellow Envelope [s]/[θ]

Compact/diffuse Resonance [k c]/[p t]
[A æ]/[u i]

F higher in compact; dorsal/non-dorsal
low/high

Grave/acute Resonance [k p]/[c t]

[A u]/[æ i]

F is closer to F in grave; non-coronal/
coronal
back/front

Flat/plain Resonance [y]/[i] Downward shift of formants in flat;
round/non-round

Sharp/plain Resonance [mʲ]/[m] Rise in F in sharp; palatalization

Tense/lax Resonance [s p]/[z b] Longer duration and more energy in
tense

[i]/[I]

Nasal/oral Resonance

Syllabic/non-
syllabic

Prosodic [i]/[j]

Stressed/unstressed Prosodic

Long/short Prosodic
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that consonants that use the lips are always grave, but vowels that use the lips (for
rounding) may or may not be grave. It seems that the feature system is guided by a
goal of minimizing the total number of features, with little regard to articulatory
similarities or differences.

Nevertheless, the feature system is not minimal, in that the “prosodic” features
are redundant: the distinctions they make can be represented by syllable structure,
which is independently needed (Chapter ). On the other hand, the feature system
is insufficient, since it only covers pulmonic sounds (those using lung air). More-
over, the feature system raises a theoretical question: Are acoustically defined
features convenient technical tools for processing speech by machine, or do they
represent real mental elements that humans use to produce and understand
speech? Finally, the feature system is not verified against a database of phonemic
contrasts or one of sound classes.

.. Chomsky and Halle ()

A significantly revised and expanded feature system is offered in Chomsky and
Halle (: –), which includes thirty-three binary features, shown in
Table .. Following a common practice, binary features are shown in square
brackets.

A main claim of Chomsky and Halle (), not made in Jakobson et al.
(), is that features are part of universal grammar, the innate knowledge for
language. Specifically, features belong to “substantive universals,” which are
innate categories common to all languages (Chomsky and Halle : ). In
addition, while Jakobson et al. () favor acoustic definitions of features,
Chomsky and Halle () favor articulatory definitions—perhaps because it is
more natural to assume that humans know how to make speech sounds than to
assume that they know the acoustic properties of speech sounds, such as formants
and amplitude.

Since they share a focus on articulation, the feature system of Chomsky and Halle
() shows many similarities to the IPA system (International Phonetic Association
). In particular, the feature types “cavity,” “manner,” and “source” of Chomsky and
Halle () correspond closely to “place,” “manner,” and “voicing” in the IPA system.
In addition, most “prosodic” features (including “pitch features”) and the “major class”
features of Chomsky and Halle () are found in the IPA system, too. On the other
hand, the feature systemofChomsky andHalle () does not always explicitly refer to
articulation. For example, there is no reference to the “labial” articulator. Instead, a labial
consonant is referred to by [–coronal] (closure is not made by the tongue tip) and
[+anterior] (closure is in front of the alveolar ridge). One has to deduce indirectly that a
closure made in front of the alveolar ridge and not by the tongue tip has to be “labial.”
Similarly, it is not explicitly stated what part of the tongue the “cavity” features [high],
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[low], and [back] refer to, and this leaves room for questions. For example, Walker
(), Rice (), and Clements andHume () propose that front vowels involved
the tongue tip (coronal), and Halle and Stevens () and Pulleyblank () propose
that low vowels involved the tongue root (radical).

Another point of interest is that some feature terms have similar meanings. For
example, [+anterior] (in front of the alveolar ridge), [–back] (tongue body is fronted),

TABLE . A system of thirty-three binary features pro-
posed by Chomsky and Halle (: –). The last
eight features (–) are, however, little discussed

Feature Type

 [sonorant] Major class
 [vocalic] Major class
 [consonantal] Major class
 [coronal] Cavity
 [anterior] Cavity
 [high] Cavity
 [low] Cavity
 [back] Cavity
 [round] Cavity
 [distributed] Cavity
 [covered] Cavity
 [glottal constrictions] Cavity
 [nasal] Cavity
 [lateral] Cavity
 [continuant] Manner
 [primary release] Manner
 [secondary release] Manner
 [velaric suction (clicks)] Manner
 [implosion] Manner
 [velaric pressure] Manner
 [ejectives] Manner
 [tense] Manner
 [heightened subglottal pressure] Source
 [voice] Source
 [strident] Source
 [stress] Prosodic
 [high] Pitch
 [low] Pitch
 [elevated] Pitch
 [rising] Pitch
 [falling] Pitch
 [concave] Pitch
 [length] Prosodic
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and [–covered] (tongue root is fronted) all share the meaning “front.” Evidently, this
is because they refer to different articulators. On the other hand, [high] and [low] (of
the tongue) and [high] and [low] (of pitch) are not distinguished, presumably
because they are not often used together and are less likely to cause confusion.

Finally, it is worth noting that, like the feature system of Jakobson et al. (), the
feature system of Chomsky and Halle () is not verified against a database of
phonemic contrasts or one of sound classes. What is clear, though, is that some
features are excessive. For example, [vocalic] and [length] can be represented by
syllable structure (Chapter ). Similarly, it is unlikely that we need six binary features
to represent pitch (Duanmu ; Yip ).

.. Clements ()

Clements () proposes that features should be organized into a tree structure, which
he calls “feature geometry.” The proposal is shown in Table ., where a higher node
dominates two or more nodes below (to its right here). For example, the “manner”
node dominates five features, the “supra-laryngeal” node dominates “manner” and
“place,” and the “root” node dominates “laryngeal” and “supra-laryngeal.”

Justification of higher nodes in the tree structure is based on the degree of assimilation in
sound change. Specifically, each node represents a possible point of sound change.When a
change occurs at a “terminal node,” it affects one feature, such as [voiced].When a change
occurs at a higher node, all features dominated by it will change. For example, a change at

TABLE . A feature system proposed by Clements ()

Higher nodes Features
Root Laryngeal [spread]

[constricted]
[voiced]
(tone)

Supra-laryngeal Manner [nasal]
[continuant]
[strident]
[sonorant]
[lateral]
[consonantal]

Place [coronal]
[anterior]
[distributed]
[round]
[high]
[back]
…
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the “laryngeal” node will change all voicing and aspiration features, but not other features.
Finally, if the change occurs at the “root” node, it is a complete change of one sound to
another, as in AB! BB, where A and B are two sounds and A has changed to B.

It can be argued that the organization of features is independent of what features we
need. The former is based on patterns of sound change and sound classes, which can
sometimes beproblematic (Mielke ). The latter is based on contrasts, whichmust be
recognized regardless of how sounds change or how they form classes. The features of
Clements () are mostly those of Chomsky andHalle (). In addition, the higher
organization nodes “place,” “manner,” and “laryngeal” are similar to those in the IPA
system.The proposal is preliminary, though, and its feature list is rather short, compared
with that of Chomsky and Halle (). For example, tone features (shown in paren-
theses) are not discussed. Similarly, not all place features are discussed. And there is no
discussion of non-pulmonic sounds, such as clicks and implosives. Therefore, as far as
representing contrasts is concerned, Clements () offers little new.

.. Clements and Hume ()

A more detailed feature tree is offered by Clements and Hume () and shown in
Table .. As in Clements (), arguments for the higher nodes are based on
assimilation processes.

TABLE . A feature system proposed by Clements and Hume ()

Higher nodes Features
Root [sonorant]

[approximant]
[vocoid]
[nasal]

Laryngeal [spread]
[constricted]
[voice]

Oral [continuant]
C-place [labial]

[dorsal]
[coronal] [anterior]

[distributed]
Vocalic Aperture [open]

V-place [labial]
[dorsal]
[coronal] [anterior]

[distributed]
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The main point of interest is a split between consonant representation and vowel
representation. Consonants lack the “vocalic” node. Vowels have the “vocalic” node, and
the features below it, but no other features under the “C-place” node. Thus, the features
[labial], [dorsal], [coronal], [anterior], and [distributed] show up twice in the tree, once
directly under the C-place node (for consonants) and once under the V-place node for
vowels. In addition, vowels have the extra “aperture” feature [open]. Consonants with a
secondary articulationwill have features bothdirectlyunder theC-placenode andunder the
V-place node. For example, [kw] has [dorsal] directly under C-place and [labial] under V-
place, and [bw] has two [labial] features, one directly under C-place and one under V-place.

There are some other points of interest. First, features have different numbers of
values. Some are one-valued (or “privative”), such as [labial], [coronal], and [dorsal],
which are either present or absent. Some features have binary values, such as [sonor-
ant]. Some features have multiple values, such as [open] (for vowel height). Second, the
traditional vowel features [back] and [round] are replaced by [labial], [coronal], and
[dorsal], so that [+round] is the presence of [labial], [–round] is the absence of [labial],
[–back] is the presence of [coronal] (and the absence of [dorsal]), and [+back] is the
absence of [coronal] and the presence of [dorsal]. Third, the notion of active articu-
lators is given little consideration. For example, it is not stated what articulator
performs the feature [nasal]. Similarly, [labial] is used under C-place as an articulator,
which can perform the feature [continuant], and as a feature under V-place for what is
traditionally called “round.” Finally, as far as representing contrasts is concerned, the
system has little to say, since it is not checked against a phoneme inventory database.

.. Browman and Goldstein ()

Browman and Goldstein () propose that features are gestures of articulators—an
idea that is absent in Clements () and Clements and Hume (). The proposal
follows from the motor theory of speech perception (Liberman et al. ; Liberman
and Mattingly ), according to which speech sounds are perceived in terms of
articulatory gestures that produce them. The proposal is shown in Table ..

In many studies (e.g. Ladefoged and Johnson ), an “articulator” can be a static
location in the vocal tract, such as the hard palate, or a moveable part, such as the tongue
body. In Browman and Goldstein (), the term refers to the latter only, and there are
six articulators: the lips, the tongue tip, the tongue body, the tongue root, the velum, and
the glottis. All articulators except the tongue root have the feature CD (constriction
degree), which normally has five values: “closed” (for stops), “critical” (for fricatives),
“narrow” (for approximants and high vowels), “mid” (for mid vowels), and “wide” (for
low vowels), although CD may have just two values (open or closed) for the velum.

The feature CL (constriction location) is similar to the IPA notion of “the place of
articulation” and has eleven values, which are protruded (lips), labial, dental, alveolar,
post-alveolar, palatal, velar, uvular, pharyngeal, and glottal (Browman and Goldstein
: ). Each articulator only has a subset of the CL values. For example, the lips has
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the CL values protruded, labial, and dental only, and the tongue tip has the CL values of
labial, dental, alveolar, post-alveolar, and palatal only. Some CL values are shared by two
adjacent articulators. For example, both the lips and the tongue tip canhave theCLvalues
“labial” and “dental,” and both the tongue tip and the tongue body can have the CL value
“palatal.” There is a difference between the two cases, though. In the case of “dental,”
either the lower lip canmove to the upper teeth (to make a “labio-dental”) or the tongue
tip canmove between the teeth (tomake an “interdental”), but not both at the same time.
Similarly, in the case of “labial,” either the lower lip canmove to the upper lip (tomake a
“bilabial”) or the tongue tip canmove to the upper lip (tomake a “linguo-labial”), but not
both at the same time. However, in the case of “palatal,” both the tongue tip and the
tongue body are involved at the same time (Browman and Goldstein : ).

The feature CS (constriction shape) mainly concerns the shape of the tongue—in
particular whether the constriction involves the tongue tip (traditionally called
“apical”) or the tongue blade (traditionally called “lamina” or “distributed”), and
whether the tongue is “narrow” (for laterals, such as [l]) or not (for non-laterals).
Finally, the feature “stiffness” is the most tentative; it is intended to cover a variety of
things, such as the difference between glides and high vowels (e.g. [j] is more stiff
than [i]), the effect of “stress and speech rate,” and possibly “pitch control.”

TABLE . A feature system proposed by Browman and Goldstein
(: ) (CD = constriction degree; CL = constriction location;
CS = constriction shape)

Higher nodes Articulators Gestures
Vocal tract Oral Lips CD

CL
stiffness

Tongue Tip CD
CL
CS
stiffness

Body CD
CL
CS
stiffness

Root CL
stiffness

Velum CD
stiffness

Glottis CD
CL
stiffness
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Several higher nodes above the articulators have been added in order to create a
tree structure, which is meant to resemble the feature geometry of Clements ().
However, not much discussion is offered to justify the higher nodes.

The feature system is not checked against a comprehensive database, and there are
parts that seem to be missing and parts that seem to be excessive. For example, the
articulator “larynx” should be added, in order to represent implosives and ejectives.
Similarly, tone features need to be specified. On the other hand, it is questionable
whether we need five values for CD (constriction degree), given the fact that there are
only two degrees of vowel height (Chapter ), rather than three. Similarly, it is
unclear whether every articulator has a contrastive gesture in “stiffness.”

.. Halle (; )

Halle (; ) proposes a system of six articulators and nineteen binary features.
They are shown in Table .. Similar proposals have been offered by Sagey (),
Ladefoged and Halle (), Halle et al. (), and Halle ().

Like Browman and Goldstein (), Halle considers features to be gestures of
active articulators, i.e. those that are moveable in the vocal tract (as opposed to static
locations, such as the teeth, the alveolar ridge, or the hard palate, which have been

TABLE . A system of six articulators and nineteen binary features, proposed by
Halle (; )

Features Articulators Other terms

[consonantal] (various)
[sonorant] (various)
[suction] (various)
[continuant] (various)
[strident] (various)
[lateral] (various)
[nasal] Velum Soft palate
[stiff vocal folds] Glottis Larynx; Laryngeal; Vocal folds
[slack vocal folds] Glottis Larynx; Laryngeal; Vocal folds
[spread glottis] Glottis Larynx; Laryngeal; Vocal folds
[constricted glottis] Glottis Larynx; Laryngeal; Vocal folds
[retracted tongue root] Tongue root Radical
[advanced tongue root] Tongue root Radical
[round] Lips Labial
[anterior] Tongue tip Coronal; Tongue blade
[distributed] Tongue tip Coronal; Tongue blade
[high] Tongue body Dorsal
[low] Tongue body Dorsal
[back] Tongue body Dorsal
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called “passive articulators”). Indeed, Ladefoged and Halle (: ) consider the
recognition of active articulators to be an issue of “paramount importance.”

I have used the same articulator names as those in Browman and Goldstein
(). Common alternative articulator names are shown in the right-hand col-
umn. Specifically, “velum” is called “soft palate” in Halle (; ); “glottis” is
called “larynx” in Halle (), “laryngeal” in Ladefoged and Halle (), and
“vocal folds” in Halle (); “tongue root” is called “radical” in Ladefoged and
Halle (); “lips” is called “labial” in Halle (); “tongue tip” is called “coronal”
in Halle () and “tongue blade” in Halle (); and “tongue body” is called
“dorsal” in Halle ().

Thirteen of the features are performed by a specific articulator; for example,
[nasal] is performed by the velum only. The other six features can be performed by
two or more articulators; for example, [–continuant] can be performed by the lips in
[p], the tongue tip in [t], and the tongue body in [k].

The proposal of Halle (; ) is not checked against a phoneme inventory
database and some parts seem to be missing. For example, the articulator “larynx”
should be added, in order to represent implosives (which require the lowering of the
larynx) and ejectives (which require the raising of the larynx). Similarly, we may need
another feature for the lips in order to distinguish bilabial [ɸ] and labiodental [f]. On
the other hand, some parts of the feature system seem to be excessive. For example,
we may not need both [high] and [low] for the tongue body, given the fact that there
are only two degrees of vowel height (Chapter ), rather than three. Similarly, the
features [sonorant] and [consonantal] may be redundant, and we may not need both
[advanced] and [retracted] for the tongue root.

A couple of other remarks can be made. First, the feature [suction] is used to
describe clicks, but its articulator is not very clear. Indeed, it is left open whether
[suction] is a gesture of any of the articulators. Second, as in Chomsky and Halle
(), some feature terms have similar meanings. For example, [+anterior] (of the
tongue tip), [–back] (of the tongue body), and [+advanced] (of the tongue root) share
the meaning “front.” If these features are dominated by different articulators, there
might not be a need to use different terms.

.. Ladefoged ()

Ladefoged (: ) proposes a system of twenty-three features, shown in
Table .. A similar system proposed in Ladefoged (: –) contains twenty-
seven features, some no longer used, such as [accent] and [gravity].

Each feature may have one or more values, which Ladefoged places in brackets.
For example, “labial” has the values [bilabial] and [labiodental], “laminal” has the
values [linguo-labial], [interdental], [laminal-dental], [laminal-alveolar], and
[laminal-postalveolar], and “sub-apical” has the single value of [sub-apical palatal].
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Similarly, “glottal stricture” has the values [voiceless], [breathy voice], [voiced],
[creaky voice], and [closed], and “glottal timing” has the single value of [aspirated].

For most features, the articulator name is given by Ladefoged, such as “labial,”
“coronal,” “dorsal,” “glottal,” and “radical.” For features without a specified articulator,
I have added one whenever reasonably possible; for example, I added “velum” for the
feature [nasal], “coronal” for the feature [lateral], and “larynx” for the feature [glottal
movement]. There are altogether seven articulators: the lips (labial), the tongue tip
(coronal), the tongue body (dorsal), the tongue root (radical), the velum, the glottis
(glottal), and the larynx. These (except the larynx, whose feature [glottal movement]
has the values [ejective] and [implosive]) are similar to the articulators proposed in
Browman and Goldstein () and Halle (; ).

The feature system is similar to that of the IPA, where features are defined in
articulatory terms and grouped into several classes according to the “place” of

TABLE . A system of twenty-three features and seven articulators,
proposed by Ladefoged (: )

Class Articulator Feature Values
Place Labial [labial] 2

Coronal [laminal] 5
[apical] 3
[sub-apical] 1
[tongue shape] 4

Dorsal [dorsal] 3
Radical [radical] 2
Glottal [laryngeal] 1

Manner [trill] 2
[stricture] 3

Dorsal [height] 5
[backness] 3

Labial [rounding] 3
[lipprotrusion] 2

Radical [tongue root] 2
Lateral Coronal [laterality] 2
Nasal Velum [nasal] 2
Glottal Glottal [glottal stricture] 5

[glottal timing] 1
Larynx [glottal movement] 2

Airstream [pulmonic] 2
[velaric] 1

Syllable [syllabicity] 2
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articulation, the “manner” of articulation, the glottal properties, and airstream
mechanisms. The feature system is not explicitly checked against a phoneme inven-
tory database; but given that the author is a leading scholar in the study of consonants
and vowels and has worked on many languages around the world, the feature system
is sufficient to represent all known contrasts.

However, the feature system seems excessive. First, some features are redundant.
For example, “syllabicity” is meant to distinguish high vowels from glides, such as
[u] vs. [w], which can be distinguished by syllable structure. Similarly, “pulmonic”
is meant to distinguish [fortis] and [model] consonants, such as [t*] vs. [t] in
Korean, but the contrast has been questioned (Kim et al. ; Kim and Duanmu
). Second, some feature values seem to be excessive. For example, “laminal” has
the values [linguo-labial], [interdental], [laminal-dental], [laminal-alveolar], and
[laminal-postalveolar], but according to Ladefoged and Maddieson (: ),
[linguo-labial] and [interdental] never contrast in any language. Therefore, we
can omit [linguo-labial]. There is some overlap between features, too, such as
“labial” and “round.” Finally, the distinction between articulators and features is
not strictly made; for example, “labial” is both an articulator (for “round”) and a
feature.

.. Summary

We have seen that, in representing contrasts, current feature systems offer either
too few distinctions or too many. In addition, features have been defined in various
ways. In particular, features have been defined in acoustic terms, articulatory terms,
auditory terms, or a mixture of them. Features have also been defined in abstract
terms. For example, Fudge () argues that features should be abstract.
Ladefoged and Johnson () consider “tense” be an abstract feature in English,
devoid of phonetic content. Jakobson et al. () and Halle () consider
features to be abstract mental categories that mediate between articulation and
acoustics. Hale and Reiss () consider all features to be completely abstract
mental concepts.

With regard to the number of values a feature can have, there are also different
views. Some believe that all features have binary values, represented with a plus or
minus sign (e.g. Jacobson et al. ; Halle ; Chomsky and Halle ). In a
slightly different view, a feature can have three equipollent values, such as [+voice],
[–voice], and [voice] (Vaux ). Some believe that a feature is a phonetic scale,
which can take on many values (Ladefoged ). In yet another view, all features are
“privative” (single-valued), where the presence or absence of a feature offers a two-
way contrast (e.g. Rice ). For example, the presence of [nasal] corresponds to
[+nasal] of the binary representation, and the absence of [nasal] corresponds to
[–nasal]. Trubetzkoy () offers yet another view, according to which some
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features can be binary, some multi-valued, and some mono-valued. Similarly, in
Halle (), most features are binary, such as [nasal] and [back], but features
referring to articulators (such as Labial, Coronal, and Dorsal) are mono-valued. It is
worth noting that a multi-valued system can be converted to a binary system by
adding more features; for example, a three-height system can be represented with
two binary features [high] and [low], where [+high, +low] is excluded. Similarly, a
binary system can be converted to a mono-valued system if we interpret the
absence of a feature to be its negative value. Moreover, a mono-valued system
can achieve multi-valued effects. For example, in Parkinson (), the privative
feature [closed] can be repeated many times, each repetition indicating a slightly
higher vowel.

. A new feature system

In this section I propose a feature system that is minimally sufficient to represent all
contrasts. In Chapters – we have seen that there are fewer contrasts in the world’s
languages than previously assumed. Therefore, we only need a subset of the features
that have been proposed. I choose a set of least controversial features that are defined
in articulatory terms. The articulatory approach agrees with the motor theory of
speech perception, according to which speech sounds are perceived in terms of the
articulatory gestures with which they are pronounced (Liberman et al. ;
Liberman and Mattingly ). The number of values for each feature is determined
by contrasts empirically observed in UPSID and P-base, rather than by theoretical
assumptions.

.. Articulators and gestures

I follow a common approach (e.g. Abercrombie ; Liberman et al. ; Liberman
and Mattingly ; Sagey ; Browman and Goldstein ; Ladefoged and Halle
; Halle ; ) and consider features to be articulatory gestures. This is
essentially the approach of the IPA system (International Phonetic Association ),
too, although the IPA does not always explicitly indicate the active articulator of a feature.

The articulator-based definition of features is given in (), and a set of seven
articulators, along with their features, are shown in (). The Glottis feature [H] is a
cover term for a “high” tone, which probably involves stretching and thinning the
vocal folds. The articulator Larynx is used for ejectives and implosives, to be
discussed in Chapter .

() Articulator-based definition of features
A feature is a gesture of an articulator, where an articulator is a moveable part in
the vocal tract whose gesture(s) can distinguish sounds.
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() Articulators and their gestures (features)

Articulator “Manner” features Other features

Lips (lower lip, labial) [stop], [fricative] [location], [round]

Tip (of the tongue, coronal) [stop], [fricative] [location], [narrow]

Body (of the tongue, dorsal) [stop], [fricative] [high], [location]

Root (of the tongue) [advanced]

Velum (soft-palate) [stop]

Glottis (vocal folds) [stop] [stiff], [spread], [H]

Larynx [raised]

The articulators in () are similar to those proposed by Ladefoged and Halle
(), Browman and Goldstein (), Halle (; ), and Ladefoged ().
In addition, following Browman and Goldstein (), I use a cover feature [loca-
tion] to represent the forward or backward movement along the vocal tract, which
yields traditional “place” features, to be explained below. Moreover, I follow
Ladefoged (: ) and Browman and Goldstein () and assume that lateral
consonants are made with narrowed tongue tip, hence the feature [narrow].

The manner features [stop] and [fricative] are not available for all articulators,
because some articulators lack the full range of gestures. In particular, the velum
cannot make a fricative (by forming a narrow opening to the nasal cavity where noise
is created). In addition, the tongue root cannot make a full closure (a [stop] gesture).
Moreover, the larynx cannot make a stop or fricative. Finally, the glottis can make a
stop, but not a fricative or an affricate. Our feature system offers a minimally
sufficient set of representations of the sounds created by each articulator. For
example, without the feature [fricative], we can still represent what are traditionally
called “pharyngeal fricatives” and “glottal fricative.” This is shown in ().

() Representing “pharyngeal fricatives” and “glottal fricative” without [fricative]

Root Glottis

Pharyngeal fricative [–advanced]

Glottal fricative [+spread]

The feature list in the present proposal is shorter than that of Halle (). In
particular, on the basis of our analysis of UPSID and P-base, there is no need
for [constricted glottis], [slack vocal folds], [constricted pharynx], [distributed], or
[low]. In addition, the manner features [consonantal], [sonorant], [continuant], and
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[strident] are replaced by combinations of [stop] and [fricative]. Nevertheless, we
shall see that the present feature system is sufficient for distinguishing all contrasts in
UPSID and P-base.

.. Interpreting manner features

In the IPA system, features are divided into two major classes: place and manner. In
the present analysis, there are two manner features only, [stop] and [fricative], which
can be performed by different articulators. The two features combine to yield four
traditional manner features, shown in (). The analysis is similar to that of Ladefoged
(), Sagey (), Lombardi (), and Padgett ().

() Interpreting “manner” features

Present Traditional

[+stop, –fricative] Stop

[–stop, +fricative] Fricative

[+stop, +fricative] Affricate

[–stop, –fricative] Approximant

Among the combinations, [+stop, +fricative] seem problematic. [+stop]
requires a complete closure in the vocal tract, whereas [+fricative] requires
there to be an opening. If the two gestures are made simultaneously, there
seems to be a contradiction, because the vocal tract cannot be both closed and
open at the same time. If the two gestures are made in sequence, then we run into
another problem: If feature can occur in sequence within a sound, then we predict
far more possible sounds than there is evidence for. I shall return to this problem
in Chapter .

In our analysis, [stop] is applicable to Velum as well, which replaces the traditional
feature [nasal]. This is shown in ().

() Interpreting actions of Velum

Present Traditional Comment

Velum-[+stop] Oral Stop for the nasal tract

Velum-[–stop] Nasal Approximant for the nasal tract

In (), I summarize how common manner features are interpreted in the present
system. The feature [sonorant] (which is the same as non-obstruent) is not included,
because it can be defined as [–stop] for Velum (i.e. a nasal) or [–stop, –fricative]
under another articulator (i.e. an approximant).

. A new feature system 



() Interpreting traditional manner features

Traditional Velum Another articulator

Stop (plosive) [+stop] [+stop, –fricative]

Fricative [+stop] [–stop, +fricative]

Affricate [+stop] [+stop, +fricative]

Nasal (stop) [–stop] [+stop, –fricative]

Approximant [+stop] [–stop, –fricative]

Obstruent [+stop] [+stop] or [+fricative]

I have not included trills and flaps among manner features, because their contrasts
with other manners remain to be worked out. For example, no language in P-base has
a contrast between the trill [ʀ] and the fricative [ʁ]. If trills or flaps are confirmed to
be a distinct manner category, another manner feature may need to be added.

.. Interpreting place features

Traditional place features refer to locations along the vocal tract, towards which
articulators move. Some articulators can make forward or backward movement along
the direction of the vocal tract, and such movement is represented with the [location]
feature. If an articulator only moves perpendicular to the direction of the vocal tract,
such as the velum or the tongue root, no [location] feature is given. On the basis of
our examination of UPSID and P-base, three articulators can make forward or
backward movement along the direction of the vocal tract, each having two or
three contrastive locations. This is shown in ().

() [location] values of three articulators

Articulator [location] values Traditional features

Lips (lower lip) Front
Central
Back

Protruded
Bilabial
Labiodental

Tip Front
Central
Back

Interdental
Alveolar
Retroflex

Body Front
Back

Palatal
Velar

In previous studies, different terms are created for movements of similar direction.
For example, the forward movements of Coronal, Dorsal, and Tongue-root are
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[+anterior], [–back], and [+advanced] respectively (Halle ). The reasons seem to
be that (i) the movements involve different articulators and (ii) there is no evidence
that these movements yield a common acoustic or phonological effect. However, if
articulators are specified, there is no need to use different terms for location features.

In the present analysis, the tongue root, the velum, and the glottis do not have a
[location] feature, since they donotmove along the direction of the vocal tract, but in the
direction perpendicular to it (the Larynx movement will be discussed in Chapter ).
Nevertheless, their movements represent additional place features. In addition, the
traditional place feature “palatal” can be viewed as involving two articulators at the
same time, the tongue tip and the tongue body (Keating ; Browman and Goldstein
; Hayes ), and “uvular” can be viewed as involving the tongue body and the
tongue root at the same time. Therefore, a more complete interpretation of traditional
place features is shown in (). For ease of exposition, I use twobinary features [front] and
[back] to represent location values. For each place feature, I have given a voiceless
fricative as an example, as far as possible. A contrast between “protruded” bilabial and a
regular bilabial is rare, but it has been proposed for twokinds of rounding in vowels, such
as [y] vs. [ʉ] in Swedish (Fant : ; Ladefoged and Maddieson : ), although
the two vowels may differ in “apicalization” as well (Fant : ).

() Interpreting place features (all articulators)

Articulator Location values Traditional places Example

Lip (lower) [+front, –back]
[–front, –back]
[–front, +back]

Protruded
Bilabial
Labiodental

?
[ɸ]
[f]

Tip [+front, –back]
[–front, –back]
[–front, +back]

Interdental
Alveolar
Retroflex

[θ]
[s]
[ʂ]

Tip + Body Palatal [ɕ]

Body [–back]
[+back]

Palatal
Velar

[ç]
[x]

Body + Root Uvular [χ]

Root [–advanced] Pharyngeal [ħ]

Glottis Glottal [h]

It is worth noting that although [front] and [back] are used for different articulators,
there is no claim that there is something in common among the gestures. For example,
there is no claim that [+front] of the lips (protruded) is related to [+front] of the tongue
tip (interdental). Similarly, there is no claim that [+back] of the lower lip (labiodental)
is related to [+back] of the tongue tip (retroflex) or the tongue body (velar).
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It is widely assumed though that the manner feature [stop] has an intrinsic
property regardless of what the articulator is. Similarly, it is widely assumed that
the manner feature [fricative] has an intrinsic property regardless of what the
articulator is. Such assumptions are supported by patterns of sound classes, such as
the aspiration of voiceless stops in English.

A question then arises:Why is there a relation amongmanner gestures (features) made
by different articulators, but a lack of such a relation among location gestures made by
different articulators?Apossible answer is that some sound classes are based on acoustic or
perceptual properties (Steriade ; Hayes ). In particular, stops share a common
acoustic property (a suddenchange in speech signal or aperiodof silence), and it is possible
that the acoustic property has an effect on sound classes. Similarly, fricatives share a
common acoustic property (the presence of noise), which could have an effect on sound
class, too.On theotherhand, there is noknownacoustic similarity among locationgestures
of different articulators, such as [+back] of the lower lip (labiodental) and [+back] of the
tongue tip (retroflex), which may explain the lack of relation among such gestures.

.. Other features

There remain a few other features. [round] and [high] are traditional features, which
can be seen as gestures, too. [lateral] is traditionally grouped with manner features; it
is a gesture, too—the tongue tip is narrowed (and raised), which allows air to go
through the sides. [stiff] is the gestural interpretation of voicing in consonants and
tonal register in vowels (Halle and Stevens ), and [spread] is the gestural
interpretation of [aspirated] or [breathy].

. Representing vowels

Let us now consider the representation of vowels. As discussed in Chapter , there are
sixteen basic vowels, which can be represented with four features. The eight front
vowels are shown in (). I have assumed some degree of underspecification (Steriade
; Archangeli ; ; Keating ; Hall ; Dresher ) and have only
indicated features for the lips, the tongue body, and the tongue root.

() Representing basic vowels (back vowels omitted)

Articulators Features [i] [y] [I] [ʏ] [e] [ø] [ɛ] [œ]

Lips [round] – + – + – + – +

Body [high]
[back]

+
–

+
–

+
–

+
–

–
–

–
–

–
–

–
–

Root [advanced] + + – – + + – –

 A feature system



Nextwe consider non-basic vowels, which involve one ormore of the additional features
“nasal,” “creaky” (or “glottal”), “breathy,” and “retroflex.” In () I illustrate how each
additional feature is superimposed on [o], again with some degree of underspecification.

() Representing basic and non-basic vowels, exemplified with [o]

Articulators Features Basic
[o]

Nasal
[o ̃]

Creaky
[oʔ]

Breathy
[o ̤]

Retroflex
[o˞]

Lips [round] + + + + +

Tip [back] +

Body [high]
[back]

–
–

–
–

–
–

–
–

–
–

Root [advanced] + + + + +

Velum [stop] –

Glottis [spread]
[stiff] +

+

Voiceless vowels (as used in whispered speech) can be represented too, but since
they do not contrast with other vowels, I omit their representations.

. Representing basic consonants

Consonants are traditionally described in terms of place of articulation and manner
of articulation (plus voicing and aspiration features). We have discussed most
manner features above, except “trill” and “flap.” It is not clear how they are to be
interpreted as articulatory gestures, and some feature studies have remained silent
about them (e.g. Sagey ; Halle ; ). Harris () suggests that the
difference among regular, trill, and flap consonants does not lie in features, but in
the prosodic environment. I shall, however, leave the topic open for now.

We have also discussed the representation of most place features. Let us take a
close look at palatal consonants. P-base distinguished three palatal places, alveolar-
palatal, pre-palatal, and palatal. In the present analysis, they involve two articulators
each, as shown in ().

() Analysis of alveolar-palatal (A-P), pre-palatal (P-P), and palatal (P)

Articulators Features A-P [ʃ] P-P [ɕ] P [ç]

Tip [back]
[fricative]

+
+

–
+

–
–

Body [fricative] + + +
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First, [back] of the tongue tip can distinguish [ʃ] vs. [ɕ ç], where the tongue tip is
raised in [ʃ] but not in [ɕ ç]. Second, [ɕ] is [+fricative] for both the tongue tip and the
tongue body, whereas [ç] is [+fricative] for the tongue body only. In this represen-
tation, the tongue-body part of [ç] is a fricative and its tongue-tip part is an
approximant, which means that [ç] is the same as [xj]. I shall return to sounds
with two articulators in Chapter .

. Representing tones

Tones are contrastive features over vowels and, sometimes, over consonants. It is
often thought that tone is the pitch pattern of the vowel (Fudge : ) or the voiced
part of the syllable (Wang ; Chao ; Howie ; Hombert et al. ), but it
can be argued that tone resides over the rime portion of the syllable only (Kratochvil
; Hyman ; Duanmu ). In addition, it is clear that in many cases each
sound in the rime is a separate tone bearing unit, so that a long rime has two tone-
bearing units (Woo ; Hyman ; Duanmu ). Consider the examples in
() from Standard Chinese, where [á] and [ń] have a high tone (H) and [à] and [ǹ]
have a low tone (L). In addition, a LH sequence is the same as a rise and a HL
sequence is the same as a fall.

() Contrastive tones in Standard Chinese
Transcription Tone Gloss
[fáń] HH (high) ‘turn (upside down)’
[fàń] LH (rise) ‘sail’
[fàǹ] LL (low) ‘opposite’
[fáǹ] HL (fall) ‘rice’

In the representation, ‘turn’ and ‘sail’minimally contrast in [á] and [à] and ‘turn’
and ‘rice’ minimally contrast in [ń] and [ǹ]. Therefore, it is reasonable to say that
[á] and [à] are distinct phonemes, and so are [ń] and [ǹ] (Fu ). If this is the
case, the number of vowel phonemes is (at least) doubled, and so is the number of
tone-bearing consonants. On the other hand, if we value phonemic economy,
according to which the number of phonemes should be minimized, the alternative
is to list tones separately. In the above case, there are three phonemes [f], [a], and
[n], plus four tones, HH, LH, LL, and HL—or, in an even simpler analysis, just two
tones, H and L.

Although neither UPSID nor P-base includes tonal inventories, a feature theory
ought to offer a representation of tones as well. Following previous studies, I assume
that tones involve two articulatory dimensions, commonly called “register” and
“pitch” (Yip ; ; Bao a; ; Duanmu ; Kingston ). It has
been proposed that “register” correlates with the stiffness of the vocal folds, and
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“pitch” correlates with their thickness (Halle and Stevens ; Zemlin ). If each
feature has a two-way contrast, there are up to four level tones, shown in (),
where [stiff] represents the register feature (Halle and Stevens ) and [H]
represents the pitch feature. Bao uses [H] and [L] for register values and [h] and
[l] for pitch values.

() Feature representation of four level tones (A–D)
A B C D

Glottis-[stiff] (register) + + – –
Glottis-[H] (pitch) + – + –
Bao’s notation [H, h] [H, l] [L, h] [L, l]

The feature for “register” is the same as that for voicing, following the interpret-
ation of Halle and Stevens (). In addition, there is a well-known correlation
between tonal registers and the voicing of consonants in the syllable onset during
register genesis (the creation of tonal registers). The correlation is known as
“voiceless high and voiced low” (Kingston ), whereby voiceless onsets lead
to higher tones (upper register) and voiced onsets lead to lower tones (lower
register). Besides the difference in tone levels, the upper register is realized with
normal voice quality, and the lower register is realized with a murmured voice
quality.

The feature for “pitch” is related to the thickness of the vocal folds, where [+H]
(high) is produced when the vocal folds are stretched and thin, and [–H] (low) is
produced when the vocal folds are thick and not stretched. It has been proposed that
the larynx plays a role, too, where it is raised in [+H] and lowered in [–H] (Hombert
).

Bradshaw () proposes a slightly different model. She argues that [voiced] and
low tone involve the same feature. The difference lies in what node the feature is
linked to. If the feature is linked to the Laryngeal node, it is similar to [voice] in a
consonant (or a low register in a vowel). If it is linked to a mora, it is similar to a low
tone. Presumably, if it is linked to both the Laryngeal node and a mora, it is similar to
a low tone of a low register. It can be seen that Bradshaw’s model does not assume a
gestural interpretation of features, and is less constrained by predicting far more
possible feature structures.

. Feature specification (underspecification)

It is clear that not every feature is specified for every sound. For example, [m] can be
referred to as “bilabial nasal stop.” A theoretical question then is: how many features
need to be specified for a given sound? Consider the feature specification for [m] in
English, shown in ().
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() Feature specification for [m] in English

Feature Traditional term

Required Lips-[+stop] Labial stop

Velum-[–stop] Nasal

Predictable Glottis-[–stiff] Voiced

Glottis-[–spread] Unaspirated

Unclear Body-[?high] High or not?

Root-[?advanced] Pharyngealized?

Glottis-[?H] H tone or not?

As far as English is concerned, Lips-[+stop] is required to distinguish [m] from
[n], the latter being Tip-[+stop]. In addition, Velum-[–stop] is required to distin-
guish [m] from [b], the latter being Velum-[+stop]. The next two features, “voiced”
and “unaspirated,” are predictable, because English nasals are always voiced (except
in whispered speech) and unaspirated. Beyond these, it is hard to say what values
other features should be. For example, what is the height of the tongue body? Is [m]
pharyngealized or not? What is its tone value?

In practice, few phonologists fully specify every feature for every sound. For
example, in the IPA system, consonants are specified for consonant features only,
and vowels are specified for vowel features only.

A sound is “underspecified” if it is only specified for some features but not others,
and the theory to determine how this is done is the theory of underspecification
(Halle ; Stanley ; Steriade ; ; Archangeli ; ; Keating ;
Inkelas ; Rice ; Dresher ).

Steriade () points out that a specified feature can be a source of feature
spreading (assimilation), while a sound unspecified for the feature tends either to
be a target of feature spreading or to let the feature pass through it (i.e. being
“transparent” to feature spreading). In addition, there is a general consensus that
specified features resist change, while unspecified features are a source of variability.
For example, if a vowel is specified for a high tone, it tends to be realized as such, but
if a vowel is unspecified for a tone, it tends to have variable pitch levels depending on
the environment (Liberman and Pierrehumbert ; Beckman and Pierrehumbert
). Similarly, if a sound is specified for the height and backness of the tongue, it
tends to be realized as such, but if a sound is unspecified for these features, it tends to
have variable tongue positions (Keating ; Inkelas ; Rice ).

All linguists agree that contrastive sounds must be distinguished. There is some
disagreement on how this is achieved. Let us consider three approaches, whose
procedures are interpreted in ()–().
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() Contrastive Specification (Steriade )
a. Fully specify all sounds in an inventory (for a given set of features).
b. If two sounds differ in only one feature, specify this feature for both of

them.
c. Leave all other feature values unspecified.

() Radical Underspecification (Archangeli )
a. Choose any feature and specify one value for the sounds of an inventory.
b. Repeat the process till every sound has an unique set of values.

() Successive Division Algorithm (Dresher )
a. Choose any feature whose values can divide an inventory into two subsets.
b. Choose another feature whose values can divide a subset into two.
c. Repeat till every subset has only one member.

Let us consider how each approach would specify a simple vowel inventory [i a u].
Three scenarios of Contrastive Specification are shown in ()–().

() Contrastive Specification of [i a u], using [high], [round], and [nasal]
Full specification Underspecification
[i a u] [i a u]

[high] + – + + –
[round] – – + – +
[nasal] – – –

() Contrastive Specification of [i a u], using [high] and [back]
Full specification Underspecification
[i a u] [i a u]

[high] + – + – +
[back] – + + – +

() Contrastive Specification of [i a u], using [high], [round], and [back]
Full specification Underspecification
[i a u] [i a u]

[high] + – +
[round] – – +
[back] – + +

In (), three features are used, where [high] is contrastive for [i a], [round] is
contrastive for [i u], while [nasal] is not contrastive for any vowel. The solution
shows that every vowel has a unique set of specified feature values. In (), two
features are used, where [high] is contrastive for [a u] and [back] is contrastive for
[i u]. The solution, which is different from that of (), shows again that every vowel
has a unique set of specified feature values. In (), three features are used, but every
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pair of sounds differ in two features and no feature serves as the sole contrast.
Therefore, there is no solution. The examples show that Contrastive Specification
can have alternative solutions when different sets of features are used, but if too many
features are used, there might be no solution.

Next we consider Radical Underspecification of the inventory [i a u], using the
features [high] and [round] only, shown in ().

() Radical Underspecification of [i a u], using [high] and [round]
Solution A Solution B Solution C Solution D
[i a u] [i a u] [i a u] [i a u]

[high] – + + – + +
[round] – – – – + +

If we use two features, there are four solutions, since we can use either the plus or the
minus value of each feature. In some solutions, one of the sounds can be completely
unspecified, such as [u] in solution A and [i] in solution C. This is supposed to be the
default sound, the onemost likely to be addedwhen an extra sound is needed (Archangeli
). Three differences can be observed between Contrastive Specification and Radical
Underspecification. First, in general, Contrastive Specification usesmore specified feature
values than Radical Underspecification. Second, Contrastive Specification has fewer
solutions than Radical Underspecification. Specifically, for a given set of features, Con-
trastive Specification has just one solution, while Radical Underspecification has up to n

solutions,wheren is the number of relevant features. Third,Contrastive Specificationmay
have no solutions when toomany features are involved, whereas Radical Underspecifica-
tion has no such problem, because when a solution is reached, i.e. when every sound has a
different column of feature values, the process stops and additional features are not used.

Finally let us consider the analysis of the inventory [i a u] by the Successive
Division Algorithm, using [high] and [round], shown in ().

() Analysis of [i a u] by the Successive Division Algorithm
Solution A Solution B
[i u a] [i a u]

[high] [+ +] [–] [round] [– –] [+]
[round] [–] [+] [high] [+] [–]

It can be seen that the same two features can yield two different solutions. In other
words, the solution is sensitive to the order (or “hierarchy”) in which the features are
used (which is not the case in Radical Underspecification). In general, given n relevant
features, there are n factorial solutions in Successive Division Algorithm, which exceeds
those in Radical Underspecification when there are four or more features.

It can be seen that, in all three approaches, feature specification is inventory-
driven, in that the larger the inventory, the larger the average number of specified
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feature values per sound. In addition, in every approach, alternative solutions are
possible for a given inventory, although Contrastive Specification allows fewer
alternative solutions than the other two. Finally, Radical Underspecification offers
fewer specified feature values than the other two.

It is hard to evaluate the predictions of various approaches to underspecification. For
example, the Successive Division Algorithm offers many different ways to specify the
“same” inventory of sounds, such as the vowel inventory [i e a o u]; accordingly, it predicts
many different patterns inwhich these vowelsmay behave in different languages, such as
whether a vowel will trigger feature spreading, and how much variability there is in the
realization of each vowel. But relevant data to evaluate the predictions are hard to come
by. Besides, there are other views of underspecification. For example, Inkelas () and
Ito et al. () argue that feature specification is not inventory-driven. In addition, they
argue that there is noneed tominimize specified feature values.Despite thedisagreement,
all linguists agree that contrastive sounds must be distinguished, that some features are
unspecified, and that different languages can use different specifications for what appears
to be the same phoneme inventory.

. Phonetic variation of features

A theory of features needs to account for two well-known facts. First, the number of
contrasts (or the featuresneeded to represent them) is rather small. Second, thenumberof
non-contrastive phonetic variations of a sound is rather large andoften language-specific.

For example, we have seen in UPSID and P-base that there are only sixteen basic
vowels, representable with four binary features (Chapter ). We have also seen that the
phonetic realization of a sound can vary considerably. For example, consider Fig. .
again, repeated here as Fig. ., which shows the phonetic variation of [i a u] in context,
where context may include stress, prosodic position, and influences from adjacent
sounds. The height and backness of the tongue are reflected by F and Fmeasurements.

Keating () suggests that there are two approaches. One is to enrich the feature
system so that it can represent both contrastive and non-contrastive differences. The
other is to keep a simple feature system for contrastive differences only, supple-
mented by a separate (language-specific) phonetic system.

Ladefoged () takes the first approach. He argues that features should represent
not only contrastive differences but non-contrastive differences as well. The solution
is to see features not as binary contrasts but as phonetic scales, each of which can be
divided in different ways. For example, a language can choose how many degrees of
contrast the scale [back] is divided into, and where the dividing lines are (or where
the center of each contrastive category is). A similar view is expressed by Kohler
(: ), who proposes a number of scales. Some scales are discrete and have two
or three values each, such as airstream mechanism, which has three values
“pulmonic-velaric-glottalic.” Other scales are continuous (“place,” “stricture,”
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“time,” “pitch,” and “loudness”), each having “an infinite number of sub-divisions.”
The challenge for this approach is to explain why there are so few contrasts. For
example, why are there just sixteen basic vowels? Why is there no more than a binary
contrast for most features (if not all)?

Flemming () also takes the first approach. Like Ladefoged, Flemming believes
that features are phonetic scales and that features should represent both contrastive
and non-contrastive differences. Flemming further proposes that (i) a feature scale
can be divided into many degrees and (ii) each language can impose a requirement
on the minimal distance between two contrastive categories, measured by the
number of degrees between them. For example, if we divide the feature [back] into
ten degrees, and require that there be a minimal distance of four degrees between two
contrastive locations, then there are at most three contrastive categories in backness,
but four ways to place them. This is shown in ().

() Four possible systems (L–L) of three-way contrast (A–C) in the backness
scale, if the scale has ten degrees of just noticeable differences (–) and a
minimal distance of four degrees is required between two contrastive locations
(Flemming )

         
L A . . . B . . . C .
L A . . . B . . . . C
L A . . . . B . . . C
L . A . . . B . . . C

Backness of the tongue (F2)

[i]
[u]
[α]

H
ei

gh
t o

f t
he

 to
ng

ue
 (F

1)

FIG. . Contextual variation of three vowels (twenty tokens each) by one female speaker of
American English. The vowels were narrowly transcribed as [i], [A], or [u], spoken by speaker
sa fromColumbus, Ohio, in the Buckeye Corpus (Pitt et al. ; measured by San Duanmu).
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If we change the minimal distance requirement from four to three degrees, then
more systems of three-way contrast are possible. These are shown in ().

() Possible systems of three-way contrast (A–C) in the backness scale, if the scale
has ten degrees of just noticeable differences (–) and a minimal distance of
three degrees is required between two contrastive locations (Flemming )

         
L A . . B . . C . . .
L A . . B . . . C . .
L A . . B . . . . C .
L A . . B . . . . . C
L A . . . B . . C . .
L A . . . B . . . C .
L A . . . B . . . . C
L A . . . . B . . C .
L A . . . . B . . . C
Etc.

The notion of a minimal distance explains why there are fewer contrastive
categories than non-contrastive phonetic differences, and why different patterns
are possible for the same number of contrasts. On the other hand, Flemming fails
to explain why there are so few contrasts, or to offer a prediction of the maximal
number of possible contrasts. In fact, Flemming seems to assume that the minimal
distance between two contrastive categories could be as small as a language prefers. If
so, the predicted number of possible contrasts would far exceed what we have
evidence for.

Chomsky and Halle () take the second approach, in which features represent
contrastive differences only. They also claim that the phonetic realizations of features
are predictable from “universal rules.” However, few details of such rules are offered.
In fact, phonetic studies have shown that phonetic realizations of features are not
universal but often language-specific (e.g. Ladefoged ; Disner ; Keating
). For example, consider Fig. . again, repeated as Fig. ., which shows small
but systematic differences between [i y e �] in Norwegian and their counterparts in
German. Such language-specific differences are not accounted for by Chomsky and
Halle ().

Keating () also follows the second approach. Unlike Chomsky and Halle
(), Keating recognizes language-specific variations, such as those in Fig. .. In
addition, Keating argues that even contextual variations, such as those in Fig. ., can
be language-specific. She proposes, therefore, that we need not only a simple feature
system than represents phonological contrasts but also a language-specific phonetic
system that describes how features are realized (see also Beddor et al. ).

. Phonetic variation of features 



Keating’s proposal seems to have addressed both problems. The phonological
component of features is simple, probably universal, and accounts for the small
number of contrasts. The phonetic component is complex, language-specific, and
accounts for the large number of phonetic variations. However, some important
questions remain, shown in ().

() Questions for feature theory
a. Why is the contrastive feature system so simple?
b. Why is there so much phonetic variation in the realization of features?
c. Why is the phonetic variation of features language-specific?

Let us now consider how the present proposal answers these questions. With
regard to (a), we have seen in section . that the number of features, or phonetic
scales, is limited. In addition, a binary contrast offers a more robust distinction than
three or more degrees of contrast. Specifically, a two-way contrast requires judging
the direction of change only, whereas a three-way contrast requires judging the
degree of change as well. For example, consider a binary contrast in tones (low vs.
high). If the tone of a given syllable is low, we can determine the next tone by
checking whether the pitch (or F) is going up. Now suppose we have a three-way
contrast in tones (low, mid, and high). If the current tone is low and the pitch of the
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FIG. . Cross-language differences between [i y e ø] in Norwegian (solid line,  speakers)
and their counter-parts in German (dotted line,  speakers), from Disner (: ).
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next tone is going up, we still do not know whether the next tone is mid or high,
because we still need to determine how much the pitch has gone up, and this is quite
difficult, because there is considerable variation in pitch range among speakers and in
context.

Next we consider why there is so much phonetic variation in the realization of
features. There seem to be two reasons. First, binary contrasts leave much room for
variation. For example, to change from a low tone to a high tone, all one needs to do
is to raise the pitch, whether it is just a few hertz, or dozens of hertz. Second, many
factors can affect the phonetic result, such as coarticulation, prosody, the mental state
of the speaker, and the energy level of the speaker. The fact that a gestural form can
have variable physical realizations is not unique to articulation. Let us compare
articulation with locomotion, shown in ().

() Gestural form and its (external) physical realization

Gestural form Physical measure

Articulation Body-[high] Tongue height

Locomotion Walking Speed

As [high] of the tongue body is a distinct articulatory gesture, walking is a distinct
gestural form of locomotion (in contrast to running or crawling). In addition, as the
realization of [high] is contextually variable, the speed of walking is affected by many
factors, such as the road condition and the physical state of the walker. It is possible,
for example, that one’s walking speed in some conditions is faster than one’s running
speed in other conditions, although under the same conditions walking is slower than
running. In fact, it would be highly unusual if someone walks at exactly the same
speed, regardless of external conditions or that individual’s physical and mental state.
Similarly, it would be highly unusual if features were always realized in exactly the
same way, regardless of contextual factors.

Finally, let us consider why phonetic variations of features are often language
specific. There are three possible reasons. First, as discussed in the preceding section,
what appears to be the same vowel (or the same phonetic transcription) may in fact
have different feature specifications in different languages; therefore, we expect them
to be realized indifferentways. Second, the physical and cultural environment of a speech
community is likely to play a role. For example, in studies on “the pace of life”, it has been
found that people in different cities walk at different speeds (Lowin et al. ; Bornstein
and Bornstein ; Levine and Norenzayan ), and a number of factors have been
suggested: population size, culture, productivity, and climate. If so, similar factors, or
additional ones, may very well affect how people talk. Third, several studies have found
that people in a speech community imitate each other in various phonetic details (Sancier
and Fowler ; Goldinger ; Nielsen ; ). Given such effects (physical
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and cultural environment andphonetic imitation), and the fact that binary contrasts leave
much room for variation, it would be highly unusual if language-specific patterns did not
emerge. Similarly, it would be highly unusual if people in all places walked at exactly the
same speed, or if every individual kept his or her speed constant regardless of his or her
environment.

. Summary

I have reviewed several feature theories and offered a minimally sufficient feature
system in which features are gestures of active articulators. The new system assumes
just seven articulators (including Larynx, to be discussed in Chapter )—the min-
imum any theory must assume, and far fewer features than previously proposed e.g.
by Halle () and Ladefoged (). I have also shown that the system is sufficient
in that it can distinguish all contrasts in UPSID and P-base.

I have shown, too, that the proposed system can help answer some theoretical
questions—in particular why there are so few contrasts, why there is so much
phonetic variation in the realization of features, and why phonetic variation of
features is often language-specific.

Since the present feature system is based on contrast, we might wonder whether
more features are needed once we consider sound classes as well. Let us consider nine
traditional features not used in the present system: [continuant], [constricted glottis],
[sonorant], [consonantal], [constricted pharynx], [strident], [low], [distributed],
and [slack vocal folds]. Let us consider whether this has to be the case. The first
three are replaced with different names: [continuant] is [stop], [+sonorant] is
[–stop, –fricative] (or Velum-[–stop]), and [+constricted glottis] is Glottis-[+stop].
The feature [+constricted pharynx] is likely the same as [–ATR]. The feature
[–consonantal] refers to “dorsal articulation” (Chomsky and Halle : ), which
means using Body but without [+stop] or [+fricative] values under it. The feature
[slack vocal folds] is originally used with [stiff vocal folds] to create a three-way
contrast in voicing or glottal tension (Halle and Stevens ), but such a contrast is
not found in the present study. The feature [strident] has been used for two purposes.
One is to represent affricates, which in the present study are [+stop, +fricative]. The
second purpose is to distinguish alveolar, retroflex, and palatal fricatives from inter-
dental and labial fricatives (and possibly from velar and uvular fricatives too). In the
present analysis, “strident fricatives” [s ʂ ʃ] are Tip‑[–front, +fricative], and other
fricatives are non-strident; this accounts for the fact that the English plural suffix
shows up as [Iz] after [s ʃ] but as [s] after other voiceless fricatives (English lacks [ʂ]).
The feature [distributed] is originally used for palatals; in the present analysis, it is
replaced by the co-presence of Tip and Body. Finally, I have argued that [low] is not
needed, either for contrast or for sound classes. Thus, it remains to be seen what
additional features are needed when we consider sound classes.
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Complex sounds

I use “complex sound” to refer to anything that is thought to be a single sound but
seems more complicated than a regular sound. It includes transcriptions with two or
more IPA symbols, such as [ts], [ks], [nd], [kw], [pr], [k ͡p], and [o ̤̃]. It also includes
transcriptions with a single IPA symbol, such as [!] and [ɓ], which seem to require
sequential gestures.

My term covers what Sagey () calls “contour segments,” which contain
opposite values of the same feature (called a “contour feature”), such as [ts], which
contains [–continuant, +continuant] and [nd], which contains [+nasal, –nasal]. My
term also covers what Sagey () calls “complex sounds,” which do not involve
contour features but “simultaneous multiple articulations,” such as [k ͡p]. Moreover,
my term covers sounds that have simple transcriptions but seem to involve contour
features, such as [!] and [ɓ]. I use a more general term, rather than Sagey’s terms,
because it is not always obvious which sounds do or do not require contour features.
For example, according to Sagey (), clicks do not involve contour features, but
some linguists believe they do. On the other hand, Sagey considers affricates to
involve contour features, but some linguists believe they do not.

Complex sounds call for special attention because they raise a theoretical question:
How do we define what can be a single sound and what cannot? Much inconsistency
can be seen in the literature. For example, [ts] is treated as two sounds in English,
while [tʃ] is treated as one (Ladefoged and Johnson ). Similarly, Wiese ()
treats [ts] and [tʃ] as single sounds in German, while Moulton () and Kohler
() treat them as two sounds each. Moreover, according to Sagey () and Halle
(; ), homorganic affricates are possible, such as [pf], [ts] and [tʃ], but non-
homorganic affricates are not, such as [ps] and [ks]; however, the assumption is not
shared by others (e.g. Wiese ), and [ps] is found as a phoneme in some languages
in P-base.

I shall propose that the answer to the theoretical question lies in feature compati-
bility, according to which some complex sounds are single sounds and some not.
I start with a discussion of feature compatibility, followed by complex sounds whose
features are compatible, which includes affricates, consonant–glide units, and
consonant–liquid units. Next I discuss complex sounds whose features are
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incompatible, which include contour tones and pre- and post-nasalized stops.
Finally, I discuss non-pulmonic complex sounds, whose representations have been
problematic. I shall show that they can be represented as single sounds in some
contexts, such as when they occur between vowels.

. Compatibility of feature values: The No Contour Principle

In Chapter , I defined sounds in terms of time and feature values. The definition is
repeated here in ().

() Sounds defined by time
A sound is a set of compatible feature values in one time unit.

Feature values are compatible if they do not involve “contour features.” This
constraint can be specified in ()–(), after Duanmu ().

() No Contour Principle
A sound cannot contain contour feature values (or sequential feature values).

() Contour feature values
A and B form contour feature values if (i) A and B are opposite values of the
same feature and (ii) A and B are performed by the same articulator in the same
time unit.

() Representation of contour feature values ([F] is a feature)

Time unit X or X
| |

Articulator Articulator
/   \ /  \

Contour feature values → [+F] [+F][–F] [–F]

The No Contour Principle is implicitly assumed in Chomsky and Halle (),
and Hoard () calls it the “principle of simultaneity,” namely, all feature values
within a sound must be simultaneously executable and not sequentially ordered. In a
number of cases, however, it was thought that contour features cannot be avoided.

Contour features have been used to represent contour tones, where a rise is [–H,
+H] and a fall is [+H, –H] (Goldsmith ; Williams ). They have also been
used to represent other things, such as pre- and post-nasalized stops (e.g. Anderson
; Sagey ; Kehrein ) and affricates (e.g. Hoard ; Campbell ;
Sagey ; Steriade ). However, a main problem with contour features is that it
leads to excessive over-prediction of possible sounds (Duanmu ). In addition,
most sounds do not involve contour features. Moreover, for those that do, not
enough attention has been paid to their other properties, such as whether a vowel
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that carries a contour feature is a single sound or a two-sound cluster. For example,
Duanmu () argues that, as far as Chinese languages are concerned, all contour
tones fall on long rimes (those that have two time units each), where each time unit
carries just one tone value (a level tone), in agreement with an earlier proposal of
Woo (). This is illustrated in () with a rising tone.

() Rising tone and vowel length

Rise on a short vowel Rise on a long vowel

[a] [a:]

X X X
| | |

Glottis Glottis Glottis
/\ | |

[–H][+H] [–H][+H]

When a rise falls on a short vowel, it is a contour feature. When a rise falls on a
long vowel, which has two time units, no contour feature is needed. Thus, a crucial
point of interest is whether a contour unit is short or long. There is some evidence for
the No Contour Principle. For example, in a perception study Greenberg and Zee
() have found a strong positive correlation between the length of a vowel and the
perceived degree of “contouricity” of its tone, where “contouricity” refers to the
steepness of rise in pitch. For example, a Hz rise on a short vowel (ms) was heard
as nearly a level tone, whereas a Hz rise on a long vowel (ms) was heard as a
sharp rise, even though the former is visually a sharper rise. Such results raise serious
questions as to whether contour features, which ought to fall on short sounds, are
physically possible. As the null hypothesis, I shall assume that they are not.

The No Contour Principle is similar to the No Branching Constraint of Clements
and Hume (: ). Their definition is shown in (), slightly rephrased to match
the current terminology.

() The No Branching Constraint (Clements and Hume : )
Configurations of the form below are ill-formed, where A is any class node
(including the root node), A immediately dominates B and C, and B and C are
identical articulators, or values of the same feature.

General form Examples
A C-place Coronal Coronal
/\ /\ /\ /\

B C Coronal Coronal [+anterior][+anterior] [–anterior][+anterior]

However, Clements and Hume () allow two (or more) “root” nodes to occur
within a timing unit (i.e. within a sound). This is shown in (), where X is a timing
unit.
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() Good and bad contour units for Clements and Hume (: )

Good Bad
X X
/\ |

Root Root Root
|        | /\

[+nasal][–nasal] [+nasal][–nasal]

Because a “good” contour unit takes only one timing unit, Clements and Hume
() predict that short contour tones are possible, which I have just argued not to
be the case.

The No Contour Principle is a constraint on feature structure, not on IPA symbols.
For example, consider the structures in (), where [–stiff] is the gesture for “voiced”
and the palatal [j] has both the articulator Tip and the articulator Body (Chapter ).

() Feature representation of [g], [j], and [gj]

[g] [j] [gj]

Tip-[–stop, –fricative] Tip-[–stop, –fricative]

Body-[+stop, –fricative] Body-[–stop, –fricative] Body-[+stop, –fricative]

Glottis-[–stiff] Glottis-[–stiff] Glottis-[–stiff]

In terms of IPA symbols, where [gj] is made of [g] and [j], [gj] seems to contain a
contour feature: Body-[+stop] of [g] and Body-[–stop] of [j] seem to form a contour
feature [+stop, –stop]. In terms of feature structure, however, none of the structures
violates the No Contour Principle. In addition, in [gj], the co-presence of Tip and
Body implies a palatal component, and the presence of Tip-[–stop, –fricative] implies
an approximant component. Therefore, the best interpretation of the structure for
[gj] is a palatalized [g], which is what [gj] is meant to refer to.

Needless to say, whether two sounds will merge into a complex sound or not
depends on the context, even if they have compatible features. For example, [k] and
[p] can form a complex sound [k͡p], shown in (), where [+stiff] is the gesture for
“voiceless.”

() Feature representation of [k], [p], and [k ͡p]

[k] [p] [k ͡p]

Lips-[+stop, –fricative] Lips-[+stop, –fricative]

Body-[+stop, –fricative] Body-[+stop, –fricative]

Glottis-[+stiff] Glottis-[+stiff] Glottis-[+stiff]
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The gestures for [k] and [p] are can be performed simultaneously, giving the
complex sound [k ͡p]. However, in English [k] and [p] do not merge into [k ͡p] but stay
as a sequence of two separate sounds. For example, in napkin, the gesture for [k]
comes after that for [p]. Similarly, [s] and [w] can form a compatible complex sound
[sw] (or [sw ̥]), as shown in ().

() Feature representation of [sw]
Lips-[+round]
Tip-[–stop, +fricative]
Glottis-[+stiff]

In [sw] the gesture for lip rounding occurs at the same time as the gestures for [s].
In contrast, in [sw] the gesture for lip rounding occurs after the gestures for [s]. There
is indeed such a difference between Chinese and English. As Chao (: )
observes, in the English word sway, [s] “is not at all labialized for most of its
duration,” whereas in the Chinese word [swei] ‘year’, [s] “is completely labialized.”

The No Contour Principle looks like a structural constraint, but it probably
originates from a physical one, namely, an articulator cannot act fast enough to
perform two opposite gestures in one unit of time (and the ear probably cannot
process two opposite values of the same feature in one unit of time either). Indeed,
there are other physical constraints. For example, the velum cannot perform [frica-
tive] and the tongue root cannot perform [stop]. To the list we can add the lack of
simultaneous labio-dental ([+back] for the lower lip) and interdental ([+front] for
the tongue tip). Physically, it is possible to move the lower lip to a position between
the teeth (labio-dental), while at the same time moving the tongue tip to the same
position (interdental). But such a configuration does not offer enough acoustic
difference from a simpler one: If the tongue tip is above the lower lip, the acoustic
effect is similar to a simple interdental, and if the tongue tip is below the lower lip, the
acoustic effect is similar to a simple labio-dental.

. Complex sounds whose features are compatible

There are three cases in this category: affricates, consonant–glide units, and
consonant–liquid units.

.. Affricates

Affricates have been a problem for feature theory, in that they seem to require a
“contour feature,” or sequential feature values within a sound. For example, consider
the affricate [ts]. The [t] part is a stop, traditionally defined as a complete closure in
the oral tract, whereas the [s] part is a fricative, traditionally defined as an incomplete
closure in the oral tract. This leads to a contour feature [+stop, –stop], where [+stop]
precedes [–stop], as shown in ().
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() Representation of [ts] with contour features (Halle and Clements ; Sagey
)

[t] [s] [ts]

[+stop] [–stop] [+stop, –stop]

Clements and Hume () offer a slightly different representation, shown in (),
in which a stop and a fricative are sequentially ordered, but share one timing slot.
A similar representation is offered by Selkirk () and Wiese ().

() Representation of [ts] as two sounds sharing one position (Clements and
Hume )
X
/\

t s

The reverse ordering is thought to be possible as well, i.e. [st] is predicted to be a
possible single sound. It can be seen that () and () are essentially equivalent:
They both require sub-segmental timing, or contrastive use of sequential ordering
within a time unit.

Some linguists have attempted to avoid contour features. For example, in Jakobson
et al. (), affricates are [+strident] stops, where [strident] refers to turbulence or
noise in a fricative. The idea is adopted by many others, such as Steriade (),
Clements (), Kehrein (), Hall (), Lin (). A shortcoming of this
approach is that [strident] is rather ad hoc (Sagey : ), since it is not an
articulatory gesture, whereas most other features are (or can be interpreted as such).

Chomsky and Halle (: ) do not use contour features for affricates either.
Instead, they use the feature [delayed release], so that [t] is [–delayed release] and [ts]
is [+delayed release]. In [ts] the release of the stop is slow, and “turbulence is
generated in the vocal tract so that the release phase of affricates is acoustically
quite similar to the cognate fricative.” In contrast, in [t] the release of the stop is
sudden, which “is normally accompanied by much less or no turbulence.” However,
[delayed release] is a contour feature in disguise, because it calls for sequential
articulatory gestures, and some linguists find it problematic (Anderson ;
Campbell ; Sagey ). In addition, as Hoard () points out, [delayed
release] cannot represent the formation of affricates. For example, [t] and [s] can
often form an affricate [ts]. However, both [t] and [s] are [–delayed release], yet [ts] is
[+delayed release]. It is hard to explain how two negative values of a feature can
merge into a positive value.

Hoard (), Halle and Clements (), and Sagey () propose that affricates
involve the contour feature [–continuant, +continuant]. A similar proposal is made
by Steriade (), where affricates have two aperture values [A Af], sequentially
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ordered, where A is the aperture of a stop and Af is the aperture of a fricative. Besides
the problem of over-prediction, the representation has another problem: It predicts
an “edge effect” (Sagey ), according to which affricates behave like stops to their
left and like fricatives to their right. However, Hualde () argues that the
prediction is incorrect, because an affricate can behave like a stop or a fricative either
to its left or to its right.

Hualde (), Lombardi (), and Padgett () propose that affricates are
[–continuant, +continuant], where the two feature values are not sequentially
ordered at an abstract level, although they are ordered at the phonetic level. However,
it is unclear how two contradictory feature values can be simultaneously present. In
addition, it is unclear why most features do not allow contradictory values.

I would like to propose that affricates involve two independent gestures, [stop] and
[fricative], rather than two conflicting feature values, [–continuant] and [+continuant].
Specifically, unlike traditional definitions of [fricative], which focus on the degree
of closure, I suggest that the definition should focus on the manner of closure instead.
It has been observed that the tongue has a “groove” shape in fricatives, with a lowered
center and raised edges, based on -D imaging of the tongue surfaces and electro-
palatography (Stone and Lundberg ). Therefore, I propose that [fricative] refer
to the edge closure of an articulator. In [ts], the edges of the tongue exert extra force
during closure, which leads to a momentary delay in their release, giving the fricative
effect. Because [stop] and [fricative] are independent gestures, they are free to
combine, without creating a contour feature. The analysis of [t], [s], and [ts] are
shown in ().

() Feature representation of [t], [s], and [ts]

[t] [s] [ts]

Tip-[+stop] Tip-[+fricative] Tip-[+stop, +fricative]

Glottis-[+stiff] Glottis-[+stiff] Glottis-[+stiff]

Our analysis is free from the problems in previous ones. First, it does not need
contour features. Second, it does not use ad hoc features, such as [strident] and
[delayed release]. Third, our definition of [fricative] is a more accurate description of
the gesture. Finally, our definition explains why [fricative] is available for the lips, the
tongue tip, and the tongue body, but not for the velum, the tongue root, the glottis, or
the larynx (Chapter ): The former three articulators can make edge closures, but the
latter four articulators cannot.

In most common affricates, the stop and the fricative share the same articulator,
such as [ts] and [kx]. It is less clear whether a stop and a fricative with different
articulators can form an affricate, such as [ps] and [ks]. In Sagey () and Halle
(), such affricates are impossible (because they assume that two articulators
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cannot have different manner features—an issue not relevant for us here). In the
present analysis, however, affricates like [ps] and [ks] are possible, because they do
not violate the No Contour Principle. The representation of [ks] is shown in ().
Similarly, [ps], [px], [tf ], [tx], [kf ], etc. are all possible complex sounds.

() Feature representation of [ks]
Tip-[+fricative]
Body-[+stop]
Glottis-[+stiff]

It is relevant to consider another kind of “affricate,” which is made of a nasal and a
fricative, such as [mz]. Consider the feature structure in ().

() Feature representation of [m], [z], and [mz]

[m] [z] *[mz]

Lips-[+stop, –fricative] Lips-[+stop, –fricative]

Tip-[–stop, +fricative] Tip-[–stop, +fricative]

Velum-[–stop] Velum-[+stop] Velum-[+stop, –stop]

Glottis-[–stiff] Glottis-[–stiff] Glottis-[–stiff]

It is reasonable to assume that fricatives ought to be non-nasal (Velum-[+stop]).
The phonetic reason is that, in order to create the acoustic effect of a fricative, a
certain amount of air pressure is required in the oral tract, and opening the nasal tract
removes that air pressure (Ohala ; Ohala and Ohala ). If so, [mz] is not a
possible sound, because Velum has sequential values for [stop], which create a
contour feature. The conclusion agrees with the fact that such “affricates” are rare
in UPSID or P-base and are open to alternative analyses.

.. CG (consonant–glide) units

A CG unit is made of a consonant and a glide, such as [kw]. The consonant is called
the “primary articulation” and the glide, often written in superscript, is called the
“secondary articulation.” A CG unit seems to contain sequential feature values. For
example, in traditional features, [kw] seems to call for the representation in ().

() Literal representing of [kw] in traditional features
[k w]

[stop] + – ← contour feature
[round] – + ← contour feature
[voice] – + ← contour feature
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However, it is possible to represent CG without contour features. The analysis of
[kw] is shown in ().

() Representing of [kw] without contour features
[kw]

Body-[stop] +
Lips-[round] +
Glottis-[stiff] +

In the representation, [+stop] only applies to the articulator Body for [k] and not
to Lip of [w]. The gesture [+round] of [w] occurs at the same time as [+stop], which
means that the lips are rounded during the closure of [k], which is phonetically true.
Finally, there is a single value of [+stiff] (voiceless), which means that [w] is voiceless
as well.

Next we consider the representations of more CG units, [kj], [tj], [pj], [pw], and
[lw], shown in ()-().

() Feature representation of [kj]
Body-[+stop, –fricative]
Tip-[–stop, –fricative]
Glottis-[+stiff]

() Feature representation of [tj]
Body-[–stop, –fricative]
Tip-[+stop, –fricative]
Glottis-[+stiff]

() Feature representation of [pj]
Lips-[+stop, –fricative]
Tip-[–stop, –fricative]
Body-[–stop, –fricative]
Glottis-[+stiff]

() Feature representation of [pw]
Lips-[+stop, –fricative, +round]
Glottis-[+stiff]

() Feature representation of [lw]
Tip-[–stop, –fricative, +narrow]
Lips-[–stop, –fricative, +round]
Glottis-[–stiff]

Following Padgett (), I assume that each articulator can have its own manner
features. In [kj], Body has the manner features for [k], while the palatal [j] is
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represented by the co-presence of Tip and Body, where Tip has the manner features
for a glide. In [tj], Tip has the manner features for [t], while [j] is again represented by
the co-presence of Tip and Body, where Body has the manner features for a glide. In
[pj], Lips has the manner features for [p], while features under Tip and Body
represent the glide [j]. In [pw], Lips has the manner features for [p], as well as the
feature [+round] for [w]. Finally, in [lw], Tip has the features for [l] and Lips has the
features for [w].

The analysis shows that we should not think in terms of IPA symbols, because the
same IPA symbol often has different features. For example, while [j] always involves
the co-presence of Tip and Body, only one needs to be [–stop, –fricative]: in [kj] only
Tip is [–stop, –fricative], in [tj] only Body is [–stop, –fricative], and in [pj] both Tip
and Body are [–stop, –fricative]. Similarly, in English word-initial position, [j] is (at
least partially) voiceless in [pj], [tj], and [kj] but voiced in [bj], [dj], and [gj]
(Ladefoged and Johnson : ).

.. CL (consonant–liquid) units

A CL unit is made of a consonant and a liquid, such as [br] and [bl]. A CL unit seems
to contain sequential feature values. In traditional features, for example, [bl] seems to
call for the representation in ().

() Literal representing of [bl] in traditional features
[b l]

[stop] + – ← contour feature
[lateral] – + ← contour feature

However, it is possible to represent some CL units without contour features. The
analysis of [bl] is shown in (), where [+narrow] represents a “lateral” sound
(Chapter ).

() Feature representation of [bl] without contour features
Lips-[+stop, –fricative]
Tip-[+narrow]
Glottis-[–stiff]

Because there is no contour feature, [bl] is a possible single sound. Similarly, it can
be shown that [pr], [pl], [fr], [fl], [kr], [kl], etc., where [r] and [l] are voiceless, are also
possible single sounds.

Next, we consider [dr] in English. It may appear that their features are incompat-
ible. For example, [d] is [+stop] and [r] is [–stop], both under Tip. In addition, [d] is
not retroflex while [r] is. But consider the feature structure in (), which does not
contain contour features. Since the English [r] is [+round] in the syllable onset, it is
thus specified as well.
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() Feature representation of [dr] (as [ɖʐw])
Lips-[+round]
Tip-[+stop, +fricative, –back]
Glottis-[–stiff]

Since there is no contour feature in the representation, the structure is a well-
formed single sound. The question is whether the structure is a proper representation
of [dr] in English. According to the features, () is a rounded retroflex affricate
[ɖʐw]. It is clear that [dr] is rounded. In addition, it is reasonable to say that [d] is
retroflex in [dr], owing to assimilation with [r]. But is [dr] an affricate? The answer
seems to be yes, as many linguists have suggested (Jones : –; Abercrombie
: ; Gimson : ; Lawrence : ).

Next we consider [dl], which raises the question of whether “stop” in [d] and
“lateral” in [l] are compatible. If “stop” is defined as complete closure and “lateral” as
leaving the sides of the tongue open, as traditionally defined, then the two feature
values are incompatible. On the other hand, if “lateral” is defined as [+narrow]
(narrowing the tongue blade; Ladefoged  and Browman and Goldstein ),
then [+stop] and [+narrow] are compatible. This approach is similar to our analysis
of affricates above. The representation of [dl] is shown in ().

() Feature representation of [dl]
Tip-[+stop, +narrow]
Glottis-[–stiff]

In this analysis, the stop is made with a narrowed tongue blade, whose sides are
easier to open (than those in a stop or fricative), and so the side opening occurs
slightly ahead of the release of the tongue tip. The representation of [tɬ] (sometimes
simply written as [tl]) would be similar, except the feature for Glottis would be
[+stiff], the gesture for voiceless.

We have seen that some CL units are possible single sounds. However, other CL
units have incompatible features. For example, while [fr] is a possible single sound,
[sr] and [θr] are not. The analysis of [sr] is shown in (), where [r] is unspecified for
[voice].

() Feature representation of [s], [r], and [sr]

[s] [r] [sr]

Tip-[–stop, +fricative] Tip-[–stop, –fricative] Tip-[–stop, +fricative, –fricative]

Glottis-[+stiff] Glottis-[+stiff]

In [sr], [s] is Tip-[+fricative] but [r] is Tip-[–fricative], resulting in a contour
feature Tip-[+fricative, –fricative]. Similarly, in [θr], [θ] is Tip-[+fricative] but [r] is
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Tip-[–fricative], resulting in a contour feature Tip-[+fricative, –fricative]. In add-
ition, [θ] is Tip-[+front] (interdental) but [r] is Tip-[–front] (retroflex), resulting in a
contour feature Tip-[+front, –front].

We conclude that many CL units, such as [pl pr pw dr dl], can be represented as
single sounds but others, such as [sr θr], cannot and must be represented as two-
sound units.

. Complex sounds whose features are incompatible

I discuss two cases of incompatible complex sounds: contour tones, and pre- and
post-nasalized stops. I show that both involve contour features and must be repre-
sented as two-sound clusters.

.. Contour tones

A contour tone is a rise or a fall (and sometimes both, as in rise–fall or fall–rise).
Contour tones present a problem for feature theory if they occur on a short vowel.
For example, if we represent a rise as [–H, +H], where [H] is the tone feature “high,”
then it is a contour feature, and according to the No Contour Principle it cannot
occur on a short vowel. This is shown in () and ().

() A contour tone on a short vowel

[a]

/\

[–H][+H] ← contour feature

() A contour tone on a long vowel (same as two short vowels)

[a a]

| |

[–H] [+H] ← no contour feature

Two kinds of contour tone have been proposed, “contour tone units” and “contour
tone clusters” (Yip ). Unit contour tones and cluster contour tones are phonet-
ically identical. Their difference is determined solely by their behavior. For example,
a cluster rise can be created when [–H] is added to the left of [+H], but a unit rise
cannot. Similarly, a cluster rise can split into [–H] and [+H] over two syllables, but a
unit rise cannot.

Two common arguments for contour tone units have been proposed (Yip ;
Barrie ). First, they do not split into level tones, as just mentioned. Second, they
can spread like a unit. For example, if a unit rise is spread over three syllables, we
expect to get a sequence of rise–rise–rise, and such a case is reported in Danyang
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Chinese. However, both arguments have been questioned (Duanmu ). In
what follows, therefore, I exclude contour tone units and consider contour tone
clusters only.

Many cases of contour tone clusters have been reported. While not all of them can
be reviewed here, I shall discuss some well-known cases. In particular, I focus on
whether a contour tone can fall on a short syllable. The case in Asian languages is
clear, where contour tones fall on long syllables only. In addition, complex contour
tones are found on pre-pause syllables only, where such syllables are extra-long (Woo
; Bao a; Lin and Yan ). In African languages, vowels with contour tones
are often long or lengthened as well. This is the case, for example, in Efik (Ward
) and Mende (Aginsky ; Crosby ; Ward ). It is worth noting that
vowel lengthening is easy to overlook because it is not always transcribed. For
illustration, let us consider Mende.

Aginsky (), whose description is noted for its “relative exactness” (Spears
: ), consistently transcribes Mende vowels as long when they bear contour
tones (what she calls tone “glides”). Similarly, Ward (: ) observes that “vowels
on a falling or a rising tone sound long to English ears,” and Crosby ()
transcribes vowels as long when they carry contour tones. Thus, it seems clear that
contour tones fall on long vowels. However, in the phonemic transcription of Spears
(), length is not indicated for vowels that carry contour tones. This is under-
standable, because phonemic transcription ignores predictable variation, such as
vowel lengthening under a contour tone. Similarly, Innes () does not transcribe
vowel length either. However, the lack of vowel length transcription is often—
erroneously—taken to be the lack of vowel length itself. For example, Leben (:
) adopts the transcription of Spears () and claims that contour tones in Mende
fall on short vowels. Leben’s work in turn is cited by Goldsmith (), van der Hulst
and Smith (), and many textbooks (Kenstowicz and Kisseberth ; Halle and
Clements ; Katamba ; Kenstowicz ), all of which claim that contour
tones fall on short vowels in Mende.

In summary, despite frequent claims to the contrary, there is no compelling
evidence that contour tones can fall on phonetically short vowels. The lack of short
contour tones has led to the proposal of the No Contour Principle (Duanmu ).
The lack of short contour tones is also consistent with the perception study of
Greenberg and Zee (), who have found that when a short vowel carries a rising
F contour (e.g. a Hz rise over a vowel of ms), listeners cannot perceive a
contour tone.

.. Pre- and post-nasalized consonants

Pre-nasalized consonants, such as [mb] in the Mende word [mba] ‘rice,’ present a
problem if they are single sounds, because they require a contour feature [+nasal,
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–nasal] (Anderson ). The same is true for post-nasalized consonants, or what are
called “nasally released” consonants in UPSID, such as [bm]. Moreover, contrastive
pairs such as [mb]-[mp] and [nd]-[nt] have been reported in Konyagi (Santos )
and Sama (Verheijen ). Such cases involve not just a contour feature for [nasal]
but a contour feature for [voice] as well.

Anderson () argues that pre- and post-nasalized consonants must be recog-
nized as single sounds. In addition, they require contour features. However, Ander-
son is aware that the use of contour features will lead to over-prediction of possible
sounds, most of which are not found. To avoid this, Anderson proposes that contour
features be limited to two cases: contour tones and contour [nasal]. Anderson’s
proposal has two problems. First, there is no explanation why contour features are
limited to tones and [nasal]. Second, as discussed above, it is not obvious that contour
tone features are needed, because short contour tones have not been clearly estab-
lished. This would leave contour [nasal] as the only contour feature.

Herbert () distinguishes three cases of pre-nasalized stops, two of which are
easy to account for. In the first, a language lacks a four-way contrast among voiceless
stops, voiced stops, nasals, and pre-nasalized stops, such as [p b m mb]. If there is
only a three-way contrast, such as [p mb m], then [mb] could simply be (a fully
voiced) [b], because there is no contrast between [mb] and [b].

The second case is called the “shielding effect,” where a short nasal or oral stop
appears between an oral sound and a nasal sound, owing to a temporal misalignment
between the velum gesture and the oral gesture. For example, in the English word
warmth, [mθ] is often pronounced as [mpθ], where a short [p] shields the nasal [m]
from the oral [θ]. Similarly, in Kaingang (Wiesemann ), [a ̃b] becomes [ãmb],
where a short [m] shields a nasal [ã] from [b], and [ma] becomes [mba], where a
short [b] shields [m] from an oral [a]. Under the shielding effect, the occurrence of
pre- and post-nasalized consonants is predictable from the nasality of neighboring
sounds. In addition, there is no contrast between a pre- or post-nasalized consonant
and a regular one. For example, there is no contrast in Kaingang between [ãb] and
[ãmb], or between [ma] and [mba]. Therefore, we do not need to create [mb] or [mb]
as new sounds.

Beddor and Onsuwan () describe the phonetic properties of stops in Ikalanga,
which is reported to have a four-way contrast among [p b m mb]. When [b m mb]
occur between vowels, VbV, VmV, and VmbV are realized as VbV, VmṼ, and VmbV
respectively, where [Ṽ] is a heavily nasalized vowel and [b] is a very short [b] (V is
slightly nasalized before [m] and [mb], too, as expected). Beddor and Onsuwan
suggest that the cue for [mb] is the lack of nasalization in the following vowel,
whereas the cue for [m] is the presence of heavy nasalization on the following vowel.
Given such facts, a shielding analysis is also available: Ikalanga has both oral and
nasal vowels, where [b] results from the shielding effect between a nasal and an oral
vowel. Therefore, there is no need to postulate [mb] as a new phoneme.
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In the third case, a pre-nasalized (or post-nasalized) stop contrasts with a single
stop or nasal, such as [mb] vs. [p b m]. In this case, we must consider whether the
pre-nasalized stop is a single sound or a cluster of two sounds. The argument here
often depends on syllable structure. Let us consider the case of Luganda, which is
fairly representative.

Consonant distributions in Luganda are shown in (), where NC is a pre-
nasalized consonant and CC is a geminate consonant (Ashton et al. ; Tucker
; Herbert ).

() Consonant distributions in Luganda (glides are omitted)
Word-initial: C or NC
Word-medial: C, NC, or CC
Word-final: None

Since no word in Luganda ends in a vowel, two analyses have been proposed. In
the first (Ashton et al. ), all syllables are open (ending in a vowel); in this
analysis, NC is a single consonant, otherwise it would be the only type of consonant
cluster. In the second analysis (Tucker ; Herbert ), a syllable can be CV,
CVC, or N, where CVC cannot occur in word-final position. A medial NC is a cluster
that is split between two syllables, so is CC. An initial NC is also a cluster, where N is
syllabic and forms a syllable by itself. There is some evidence for the second analysis.
For example, in Italian, all words end in a vowel, and CVC syllables are found in
non-final positions only. Similarly, in Japanese, medial clusters are limited to NC
and geminates.

The example shows that, despite reported cases of pre-nasalized (and post-
nasalized) consonants, conclusive evidence for them to be single sounds is rare,
whereas a cluster analysis is often available. Therefore, there is no compelling reason
to consider pre-nasalized and post-nasalized consonants to be possible single sounds,
nor is there any need to consider post-nasalized consonants to be “obstruent nasals”
(Durvasula ). For example, in the cluster analysis, [mb] no longer presents a
problem for feature theory, because it is made of two regular sounds, [m] and [b].
Similarly, [mp] and [nt] present no problem either, since [m], [p], [n], and [t] are all
regular sounds.

. Non-pulmonic sounds

Non-pulmonic sounds include clicks, ejectives, and implosives. The production of a
non-pulmonic sound involves a sequence of steps. Therefore, the feature represen-
tation of a non-pulmonic sound has been problematic, since it seems to require
contour features. I shall show that, in some contexts, some steps can be realized in
the preceding or following sound. Therefore, it is sometimes possible to represent a
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non-pulmonic sound as a single sound, such as when it occurs between vowels. It is
possible, too, to represent a non-pulmonic sound as a two-sound unit. I start with
one-sound representations of clicks, ejectives, and implosives, followed by two-sound
representations of them.

.. Clicks

Although clicks are not used as phonemes in many languages, they are easy to make
for many people. For example, most English speakers can make the dental click [ǀ], as
in tsk-tsk.

According to Ladefoged and Johnson (: ), the production of a click
involves four sequential steps. Those for [ǀ] are shown in () and ().

() Sequential steps in producing the click [ǀ] (Ladefoged and Johnson : )
Step : Closure of the tongue tip and the tongue body.
Step : While maintaining the closures, lower the tongue body.
Step : Release the tongue tip.
Step : Release the tongue body.

The feature interpretation of the four steps is shown in (), where I interpret the
lowering of the tongue body as the result of retracting the tongue root.

() Feature representation of the four steps in producing [ǀ]
   

Tip-[stop] + + – – ← contour feature
Body-[stop] + + + – ← contour feature
Root-[advanced] + – ← contour feature

In the feature representation, there are three contour features, which present a
problem for feature theory. To avoid the problem, some special feature terms have
been proposed, such as [suction] (Chomsky and Halle ; Halle ), [click]
(Ladefoged ), and [lingual] (Miller ). However, such terms are contour
features in disguise.

I agree with Ladefoged and Johnson () that the production of a click involves
multiple steps. But unlike Ladefoged and Johnson (), who assume four steps,
I propose that three are sufficient. This is shown in ().

() A three-step feature representation of the production of [ǀ]
  

Tip-[stop] + –
Body-[stop] + (–)
Root-[advanced] + –
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In the three-step representation, the closure of Tip and Body need not occur before
the retraction of Root but can occur in the same step as the latter. In addition,
Body-[–stop] (velar release) is not required but optional. This agrees with the fact
that in producing a sequence of clicks, such as [|]-[|]-[|] . . . , there is no velar release
between clicks. Moreover, when Tip and Body are both required to release, such as
when a vowel follows the click, the releases can occur in the same step. Because of the
low oral pressure created by step , air will rush into the mouth, creating the click
noise, even if both Tip and Body release in step .

Now the three steps in producing a click need not all be realized in the click itself.
Instead, some of the gestures can be realized in the preceding or following sound.
Consider the representation of [a|a], shown in (), where some features for [a] are
omitted.

() Feature representation of [aǀa]
[a | a]

Tip-[stop] – + –
Body-[stop] – + –
Root-[advanced] + –

In this representation, Root-[+advanced] is realized in the preceding [a] and the
release of Tip and Body is realized in the following [a]. The click itself only contains
one step, which includes the closure of Tip and Body and the retraction of Root, and
no contour feature is involved.

Next we consider the analysis of [ . . . | | | . . . ], a sequence of [|] with no velar release.
The representation is shown in ().

() Feature representation of [ . . . | | | . . . ]
[ . . . | k˺ | k˺ | . . . ]

Tip-[stop] + – + – + –
Body-[stop] + + + + +
Root-[advanced] + – + – + –

Each [|] is preceded by Root-[+advanced] and followed by Tip-[-stop], in agree-
ment with the three-step analysis. However, the click itself only contains one step.
The step in between clicks has an unreleased velar closure, which is equivalent to [k˺]
(an unreleased [k]), which serves the dual purpose of realizing the third step of the
preceding click and the first step of the following click. In other words, [ . . . | | | . . . ] is
equivalent to [ . . . | k˺ | k˺ | . . . ].

Clicks can also involve additional features, such as [!n] (a nasalized [!]) and [!g]
(a voiced [!]) in !Xóõ. Since a regular click only involves the oral cavity, while the
glottis and the velum are free to add additional gestures, such variations of clicks pose
no problem for feature theory. Therefore, they are not discussed here.

. Non-pulmonic sounds 



.. Ejectives

Ladefoged and Johnson (: ) consider there to be four sequential steps in the
production of ejectives. The analysis of [k’] is shown in () and its feature repre-
sentation is shown in ().

() Steps in producing the ejective [k’] (Ladefoged and Johnson : )
Step : Closure of the tongue body and the glottis.
Step : While maintaining the closures, raise the larynx.
Step : Release the tongue closure.
Step : Release glottal closure.

() Feature representation of the four steps in producing [k’]
   

Body-[stop] + + – – ← contour feature
Larynx-[raised] – + + + ← contour feature
Glottis-[stop] + + + – ← contour feature

The four-step representation again involves contour features. To avoid the prob-
lem, a special feature value was proposed, such as [+ejection] (Chomsky and Halle
: ). A similar proposal was offered by Ladefoged (: ). However, such
proposals in effect assume contour features.

I agree with Ladefoged and Johnson () that a complete ejective event involves
a sequence of steps, and that the build-up of oral pressure is provided by raising the
larynx. However, instead of four steps, I propose that three steps are sufficient. The
analysis of [k’] is shown in ().

() A three-step representation of the production of [k’]
  

Body-[stop] + –
Larynx-[raised] – +
Glottis-[stop] + (–)

First, the closure of Body and Glottis need not precede the raising of Larynx but
can occur in the same step as the latter. Second, the opening of Glottis is not required
but optional. Third, when Body release and Glottis release are both required (such as
when a vowel follows), they can occur in the same step. The simultaneous release of
Body and Glottis will still cause air to flow outward, if the next sound is pulmonic, in
which the lung pressure is higher than the outside air pressure.

The three steps need not be all realized in the ejective itself. Instead, the first step
can be realized in the preceding sound and the third in the following sound. This can
be seen in the analysis of [ak’a], shown in (), where some features for [a] are
omitted.
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() Analysis of [ak’a]
[a k’ a]

Body-[stop] – + –
Larynx-[raised] – +
Glottis-[stop] – + –

In the analysis, Larynx-[–raised] is realized in the preceding [a], the release of
Body and Glottis is realized in the following [a], and [k’] itself contains the second
step, with no contour feature involved.

The idea of not including the release of a stop from feature representation is not
new. For example, when [p] is pronounced alone, it seems to involve two steps, a
closure and a release, but in [pa], the release phase is provided by [a]. Therefore, we
do not consider the pronunciation of [p] to involve two separate steps.

In summary, ejectives can be represented as single sounds, provided they
occur with other sounds that provide some relevant features to complete the full
ejective event.

.. Implosives

According to Ladefoged and Johnson (: ), the production of implosives
involves three sequential steps. The analysis of [ɓ] is shown in () and ().

() Steps in producing the implosive [ɓ] (Ladefoged and Johnson : )
Step : Closure of the lips (Labial).
Step : While maintaining the closure, lower the larynx.
Step : Release the labial closure.

() Feature representation of [ɓ]
  

Lips-[stop] + + – ← contour feature
Larynx-[raised] + – ← contour feature

Like Ladefoged and Johnson (), I assume that a complete implosive event for
[ɓ] involves three steps, although Lip closure need not start in step  but can start in
step . Now if all the three steps are realized in an implosive, there will be contour
features. To avoid the problem, special feature terms have been proposed, such as
[suction] (Chomsky and Halle ) and [implosive] (Ladefoged : ). How-
ever, such terms are contour features in disguise.

If instead some features are realized on the surrounding sounds, then the implosive
itself may involve just one step, without contour features. Specifically, Larynx raising
can be realized in the preceding sound and Lip release can be realized in the following
sound. Therefore, when [ɓ] occurs between vowels, only one step is realized in [ɓ]
itself. The analysis of [aɓa] is shown in (), where some features of [a] are omitted.
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() Feature representation of [aɓa]
[a ɓ a]

Lips-[stop] – + –
Larynx-[raised] + –

Implosives are often voiced. In some languages both voiced and voiceless implo-
sives are reported, such as [ɓ ɓ ̥] in Ngiti (Kutsch Lojenga ), where “voiceless”
implosives probably involve either a creaky voice or “a full glottal closure”
(Ladefoged and Maddieson : ). In the present analysis, the basic components
of an implosive are an oral closure and the lowering of the larynx, while the glottis is
free to assume a gesture for regular voice, creaky voice, or glottal stop. Therefore,
both kinds of implosives are in principle possible, too.

.. Two-sound analysis

In the preceding discussion, I have shown that it is possible to represent clicks,
ejectives, and implosives as single sounds. It is also possible to represent them as two-
sound units, which are closer to traditional phonetic descriptions. Examples of
single-sound and two-sound representations of clicks, ejectives, and implosives are
shown in ()–() respectively, where voicing features are omitted.

() Feature representation of [aǀa]
[|] as one sound [|] as two sounds
[a | a] [a | | a]

Tip-[stop] – + – – + + –
Body-[stop] – + – – + + –
Root-[advanced] + – + –

() Feature representation of [ak’a]
[k’] as one sound [k’] as two sounds
[a k’ a] [a k’ k’ a]

Body-[stop] – + – – + + –
Larynx-[raised] – + – +
Glottis-[stop] – + – – + + –

() Feature representation of [aɓa]
[ɓ] as one sound [ɓ] as two sounds
[a ɓ a] [a ɓ ɓ a]

Lips-[stop] – + – – + + –
Larynx-[raised] + – + –

The single-sound representation and the two-sound representation make different
predictions both phonetically and phonologically. Phonetically, the single-sound
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representation predicts that a non-pulmonic sound has a similar duration to a
pulmonic one. There is partial evidence for this. For example, it has been reported
that implosives have similar (or slightly shorter) durations compared to regular
voiced stops (Nihalani ), although durational data that compare regular stops
and other non-pulmonic sounds are hard to find.

Phonologically, both the single-sound and the two-sound representations yield
good syllable structures. Specifically, an intervocalic single-sound representation can
be syllabified as V.CV or VC.V, both yielding simple syllables without consonant
clusters. An intervocalic two-sound representation can be syllabified as VC.CV,
which yields simple syllables too without consonant clusters. However, the two-
sound representation predicts that non-pulmonic sounds are highly restricted other-
wise. For example, in intervocalic position, a non-pulmonic sound ought not to occur
with another stop, otherwise we would get VC.<C>.CV, where an unsyllabified <C>
will be left in the middle, assuming that neither the onset nor the coda can contain
two stops. Since there is a lack of relevant phonological data, I leave it open as to
whether the single-sound or the two-sound representation is more appropriate.

. Summary

I have discussed a set of cases, loosely referred to as “complex sounds,” that have
posed problems for feature theory. I have shown that the No Contour Principle offers
a precise definition of feature compatibility and of what is or is not a possible
complex sound. A possible complex sound is one that can be represented as a single
sound, such as homorganic affricates [ts] and [kx], non-homorganic affricates [ps]
and [ks], CG (consonant–glide) units [kw] and [kj], and CL (consonant–liquid) units
[pl] and [pr]. In addition, non-pulmonic sounds (clicks, ejectives, and implosives),
which are either left out of a feature theory (e.g. Browman and Goldstein ) or
represented with special features, such as [suction], [click], [ejection], and [implo-
sive] (Chomsky and Halle ; Halle ; Ladefoged ), can also be represented
as single sounds when they occur between vowels, and no special feature is needed.

I have also shown that some complex sounds, in particular contour tones, pre-
nasalized stops, and post-nasalized stops, cannot be represented as single sounds.
Instead, they should be represented as two-sound clusters, and evidence is offered
that they are.

The analysis of complex sounds offers further support for the feature system
proposed in Chapter , which is strikingly simple, yet powerful enough to generate
a sufficient number of well-formed structures, while restrictive enough to minimize
over-prediction.

. Summary 



8

Concluding remarks

The goal of this study is to determine a feature system that is minimally sufficient to
distinguish all consonants and vowels in the world’s languages, based on close
examinations of two databases of transcribed sound inventories, UPSID ( inven-
tories) and P-base ( inventories). No prior theoretical assumption was made as
to what properties the feature system should have, such as whether features should be
innate or binary.

The same goal has been explored in many previous feature theories, such as
Trubetzkoy (), Jakobson et al. , Chomsky and Halle (), Ladefoged
(; ), Clements (), Sagey (), Clements and Hume (), and
Halle (; ). Some of them have also used data from many languages. For
example, Trubetzkoy () cited some  languages, Jakobson et al. () cited
nearly seventy languages, and Maddieson () used a database of  languages. So
what is new in the present study?

The most important contribution of the present study, in my view, is a solution to
a methodological problem in interpreting data from different languages. Specifically,
let X be a sound from one language and Y a sound from another language. How do
we decide whether X and Y should be treated as the same sound or different sounds?
It is well known that, when X and Y are transcribed with the same phonetic symbol,
there is no guarantee that they are phonetically the same. Similarly, when X and Y are
transcribed with different phonetic symbols, there is no guarantee that they must be
different sounds. Moreover, even if X and Y are somewhat different phonetically,
there is no guarantee that they cannot be treated as the same sound in a language.
Without a solution to the methodological problem, little use can be made of
databases like UPSID and P-base. Indeed, some linguists believe that cross-language
comparison of speech sounds is impossible, in that no sound in one language can
meaningfully be identified with one in another (e.g. Boas ; Joos ; Ladefoged
, ; Disner ; Port and Leary ).

A similar problem exists when we examine just one language, but it does have a
solution. Given two sounds A and B in language L, how do we know whether they are
the same or different to native speakers of L? The standard solution relies on the
notion of contrast, namely, whether A and B can distinguish words. This is shown
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in (), where a phoneme is an abstract category of sameness and an allophone is a
concrete realization of a phoneme.

() Using contrast to determine phonemes and allophones:
Let A and B (which are not phonetically identical) be two sounds in a language
L. If A and B can contrast in L, A and B belong to different phonemes in L. If
A and B never contrast in L and if A and B are phonetically similar, A and B are
allophones of the same phoneme in L.

For example, [l] and [r] belong to different phonemes in English, because they can
distinguish word pairs such rice–lice. On the other hand, [l] and [r] are allophones of
the same phoneme in Japanese, in which they do not distinguish words.

Now if we extend the notion of contrast from the analysis of one language to the
analysis of all languages, a solution to the problem of cross-language comparisons
becomes available. Specifically, I have proposed the Principle of Contrast in
Chapter , repeated here in ().

() Principle of Contrast:
a. If two sounds A and B can contrast in any language, they must be distin-

guished by at least one feature.
b. If two sounds A and B never contrast in any language, they need not be

distinguished by a feature.

The proposal ought not to be controversial. Let us consider three cases. First,
A and B contrast in every language; in this case, A and B must be distinguished, both
in the traditional analysis and in the present one. Second, A and B contrast in some
languages and occur as allophones in others; in this case, A and B are still different
sounds, both in the traditional analysis and in the present one, in the sense that
A and B are represented by different phonetic symbols or different features. In the
third case, A and B are different in some way but not identical and never contrast
in any languages. In the traditional analysis, A and B are sometimes distinguished
as allophones, although not always. In the present analysis, A and B need not be
distinguished.

While the Principle of Contrast may seem straightforward, its implementation
can be tedious. Let us consider an example. In P-base, we find [i] in English and [i]̞
(a “lowered” [i]) in Haitian Creole, but neither language has both. Should [i] and [i]̞
be treated as the same sound or as different sounds? To find the answer, we must
search through all sound inventories to find out whether [i] and [i]̞ ever contrast in
any language. We find Tangale, whose vowel inventory is [i i ̞ u u ̞ e e ̞ o o̞ a], where [i]
and [i]̞ contrast. Does this justify recognizing [i]̞ as a new sound (beside [i])? The
answer is no, because there is a more common sound [I], which is also lower than [i]
and which is not in the vowel inventory of Tangale. Therefore, we have to ask
whether [i ]̞ ever contrasts with [I] in any language. This calls for another search,
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which yields no hit. Therefore, following the Principle of Contrast, we conclude that
[i ]̞ and [I] can be treated as the same sound and there is no need to recognize [i ]̞ as a
separate sound.

The discussion above has only dealt with one pair of transcriptions. With some
, distinct transcriptions in P-base, it would take a lot of work to check every pair
of possible contrasts. Therefore, this study took a different approach. Rather than
checking transcribed sounds pair by pair, we check the number of phonetic dimen-
sion (or features) we need and the maximal number of contrasts in each dimension.
For example, with regard to vowels, we first gather all vowel transcriptions and
examine how many phonetic dimensions are involved, such as the backness of the
tongue, the height of the tongue, lip rounding, glottalization, nasalization, and so on.
Then we examine each pair of features that seem to overlap and check whether both
are needed, such as “pharyngealized” vs. [–ATR], or “glottalized” vs. “creaky.”We do
so by searching through all inventories for such contrasts, such as [iˤ] vs. [I], or [eʔ]
vs. [e ̰]. After excluding non-contrastive phonetic dimensions, we then search for the
maximal number of contrasts in each dimension and exclude transcriptions that are
not contrastive.

The procedure yields a minimally sufficient feature system that can represent all
occurring contrasts. The system is simpler than those in the literature, in that it
requires fewer features and fewer contrasts in each feature. For example, in the
present system, a binary contrast is sufficient in every feature dimension, including
vowel height (Chapter ). In contrast, even the most parsimonious feature theories in
the literature, such as Jakobson et al. (), Chomsky and Halle (), Kiparsky
(), and Halle (), assume at least three degrees of vowel height.

In Chapter , the feature system is given a reinterpretation in which features are
gestures of articulators. In addition, we have discussed feature specification.
Moreover, given the fact that there are so few contrastive gestures, there is a
considerable amount of freedom in the realization of a gesture. Therefore, it is not
a surprise, but expected, that a sound with the same feature specification can be
realized in somewhat different ways phonetically, such as [i] in German and [i] in
Norwegian, as observed by Disner (). In addition, since such differences are not
contrastive in any language, they need not be represented by features (Chapter ,
section .).

The present study has also offered a simple definition of what a sound is
(Chapter ), repeated in (), based on time and feature compatibility.

() Sounds defined by time
A sound is a set of compatible feature values in one time unit.

Features are compatible if they do not violate the No Contour Principle (Duanmu
), discussed in Chapter  and rephrased in ().
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() No Contour Principle: The structures below contain a contour feature and are ill-formed
(X is a time unit; [+F] and [–F] are opposite values of the same feature)

X or X
| |

Articulator Articulator
/   \ /  \

[+F] [+F] ← contour feature[–F] [–F]

The No Contour Principle also offers a more constrained definition of possible and
impossible complex sounds, without assuming contour features (Chapter ). Specif-
ically, possible complex sounds include affricates (both homorganic, such as [ts], and
non-homorganic, such as [ps]), consonant–glide units (such as [tj] and [sw]),
consonant–liquid units (such as [pr] and [pl]), and possibly ejectives, clicks, and
implosives. Impossible complex sounds include diphthongs (such as [ai]), pre-
nasalized stops (such as [mb]), and contour tones, each of which can, however, be
represented as a two-sound cluster.

It is often assumed that, besides representing contrasts, features should represent
sound classes (“natural classes”) as well (e.g. Halle ; Mielke ). In this book,
little discussion is given on sound classes, not because I think it is unimportant, but
because of two other reasons. First, a contrast-based feature system is an independent
topic: all contrasts must be represented, regardless of whether they play a role in
sound classes. Second, a systematic study of sound classes has just begun and much
research is still needed. For example, there was no comprehensive compilation of
sound classes until Mielke (). In addition, theoretical questions remain as to
which patterns imply a sound class. For example, is the set of sounds that can occur
after word-initial [s] in English a sound class? Is the set of English consonants that
can occur in word-initial position before [l] a sound class? Such questions are not
easy to answer and have rarely been asked in the first place. Nevertheless, I hope we
can find out, in the not so distant future, whether features based on contrast and
those based on sound classes indeed match each other.

I would like to end this chapter with a discussion of three additional questions:
How many distinct sounds are there in the world’s languages? How many sounds
does a language need? Where do features come from?

. How many distinct sounds are there?

There are three ways of counting sounds, shown in ().

() Three ways of counting sounds
a. Distinct sounds in phoneme inventories
b. Distinct occurring sounds
c. Distinct possible sounds for a feature system

. How many distinct sounds are there? 



First, we can count distinct sounds in the phoneme inventories of the world’s
languages, with appropriate adjustments; for example, we should exclude diph-
thongs (Chapter ) and non-contrastive transcriptions, such as [i ]̞, which does not
contrast with the more common [I]. If we have large databases of phoneme
inventories, such as UPSID and P-base, we can arrive at a fairly accurate count.
It is true that UPSID and P-base only contain a portion of the world’s languages,
but it is likely that most phonemes in undocumented languages are similar to those
in the documented ones.

Second, we can count occurring sounds, many of which are not represented by the
phonemes of a language. For example, in Standard Chinese the syllable onset has a
single position, which can be filled by a consonant C, a glide G, or a consonant plus a
glide CG, where CG merge into a single complex sound, such as [kj], [kw], and [ʂw]
(Duanmu ). Now, members of C are found in the phoneme inventory and
members of G can be treated as variants of high vowels (Duanmu ). However,
the set of CG units, which number twice as many as members of C and G combined,
are not represented as phonemes in any study. How then do we count occurring
sounds like these? Since there is no database of occurring sounds in the world’s
languages, it is impossible to count them accurately. However, many occurring
sounds of a language are found in the phoneme inventories of other languages, if
not yet in its own phoneme inventory. For example, Chinese [kj] and [kw] are found
in the phoneme inventory of Hausa, although Chinese [ʂw] (as in [ʂwa] ‘brush’) is not
found in any phoneme inventory in UPSID or P-base.

Third, we can count possible sounds predicted by a given feature system,
considering all possibilities of combination, including all possible complex
sounds. A similar point is made by Walker and Pullum (), who argue that
any phonetically pronounceable sound is a phonologically possible sound. While
they did not make it clear, Walker and Pullum () must assume a feature
system; otherwise there is no way to count sounds. For example, in the present
feature system, changing the backness of the tongue can only create a two-way
distinction, regardless of how many ways one can position the tongue on the
backness scale.

Let us now consider how many distinct vowels there are. We start with vowel
phonemes in UPSID. There are  distinct vowel transcriptions. If we exclude
diphthongs (which total eighty-eight) and long vowels (which total forty), there
are  vowels left. Among them, many do not contrast, such as [o+] and [o]. If
we focus on basic vowels (those involving tongue gesture and lip rounding only),
then there are thirty-eight. However, only sixteen basic vowels have been confirmed
(Chapter ). This means that the  reported vowels in UPSID can be reduced by
half. In () I summarize the result for UPSID. The analysis of P-base is similar and is
not repeated.
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() Counting vowels in UPSID (* indicates approximate number)
Diphthongs and long vowels 
Unconfirmed others *
Confirmed distinct vowels *

Total distinct transcriptions 

Next we consider occurring vowels, using Standard Chinese as an example.
Standard Chinese has a diminutive suffix that adds a feature [+retroflex] to the
vowel, which creates three retroflex vowels [ɚ a˞ u˞] (Duanmu ). Since such
vowels occur in restricted environments, they are not usually included in the phonemic
inventory. Now [ɚ] is found in some phoneme inventories, such as Gelao and Naxi,
but [a˞ u˞] are not found in any other language in UPSID or P-base. Therefore,
some occurring vowels will be missed if we only count transcriptions in databases
like UPSID and P-base.

Finally, we consider possible vowels predicted by feature theory. According to the
present study, there are only sixteen basic vowels, defined by four binary features
[back, round, high, ATR] (Chapter ). To the basic set we can add three additional
features “nasal,” “breathy,” and “creaky,” creating five additional sets: adding “nasal”
only, adding “breathy” only, adding “creaky” only, adding “nasal” and “creaky”, and
adding “nasal” and “breathy” (assuming that “creaky” and “breathy” cannot com-
bine). This yields a total of  �  =  distinct vowels, summarized in ().

() Possible vowels predicted by the present feature system (Chapter ), by adding
“nasal,” “breathy,” and “creaky” to basic vowels.
Basic vowels 
Nasalized, breathy, or creaky  (= � )
Nasalized and creaky 
Nasalized and breathy 
Total distinct vowels 

As can be seen, the number of vowels predicted from feature combinations is
larger than what is obtained from counting vowel phonemes (i.e.  vs. ). In fact,
the total number of possible vowels predicted by feature theory is much larger still.
For example, the feature [retroflex], a gesture of the tongue tip, can be added to
vowels too, at least to all back vowels. This would add at least  more vowels, just
three of which, transcribed as [�˞ ɚ a˞], are found in UPSID and P-base.

The counting of consonants is similar. UPSID lists over  distinct consonant
transcriptions and P-base lists over . Some of them can be excluded, such as long
consonants and syllabic consonants, which can be represented by the positions they
occupy in a syllable. Some are likely to be two-sound units, such as [nd] in Ganda
(Herbert ) and [ʘx] in !Xóõ (Traill ). The confirmed list of consonants will
still run to several hundred, though. For illustration, let us consider affricates. If we
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consider three places of articulation, there are nine possible affricates, both homor-
ganic and non-homorganic, shown in ().

() Predicted and actual affricates in three places of articulation (* indicates not found)

Labial Coronal Dorsal

Labial [pɸ] [ps] [px]*

Coronal [tɸ] [ts] [tx]

Dorsal [kɸ]*/[kf] [ks]* [kx]

Of the nine possible combinations, seven are found in UPSID or P-base, and only
[px] and [ks] are not. This appears to show a reasonably close match between sounds
predicted by features and sounds found in phoneme inventories. However, let us add
another feature to the list, which is [+round]. The result is shown in ().

() Rounded affricates in three places of articulation (* indicates not found)

Labial Coronal Dorsal

Labial [pɸw]* [psw]* [pxw]*

Coronal [tɸw]* [tsw]* [txw]*

Dorsal [kɸw]*/[kfw]* [ksw]* [kxw]*

This time, none of the predicted affricates is found in UPSID or P-base, even
though there is no obvious problem in rounded affricates. For example, [ps], [pw],
and [sw] are all occurring sounds, which means that there ought to be no problem of
compatibility among [p], [s], and [w], and that [psw] ought to be well-formed as far
as feature structure is concerned.

Finally, let us consider rounded fricatives in P-base, shown in (). Once again, for
most of the items, there is no problem in feature compatibility, yet many predicted
sounds are not found.

() Predicted and occurring rounded fricatives in P-base (* indicates not found)

[ɸw]* [fw] [θw]* [sw] [ʂw]* [ʃw] [ɕw]* [çw] [xw] [χw] [ħw] [hw]

[βw]* [vw] [ðw]* [zw] [ʐw]* [ʒw] [ʑw]* [ʝw]* [ɣw] [ʁw] [ʕw] [ɦw]

What we see in consonants is similar to what we see in vowels. In both cases,
feature theory predicts far more possible sounds than are found in phoneme inven-
tories, at least for non-basic consonants and vowels. This raises a question: Why are
so many possible sounds not used?
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. How many sounds does a language need?

We have seen that, even though the present feature system is simpler than previous
ones, it still predicts many more sounds than are found in the phoneme inventories
of the world’s languages. This discrepancy calls for an explanation.

One might suggest that there are several times more undocumented languages
than are included in UPSID and P-base, and many of the missing sounds may be
found in them. This scenario is unlikely, though, given the rarity of “surprise”
languages and given how large the number of missing sounds is.

It would be useful, instead, to ask how many sounds a language needs. If a
language does not need many sounds, then it would be understandable why
complex sounds are rarely chosen. To begin, let us assume that we want to
distinguish all morphemes in a language (where morphemes are meaningful pieces
that build words). Next, let us ask how many morphemes a language has. Accord-
ing to my calculation, the English lexicon CELEX (Baayen et al. ) has about
, morphemes, if we exclude “zero derivations.” For example, study (verb)
counts as a morpheme but study (noun) does not, because the latter is thought to
have a zero suffix. This way of counting is reasonable, because words of different
parts of speech (e.g. verb vs. noun) are unlikely to cause ambiguity in context. Now
by the same method of counting, Chinese also has about , morphemes
(Huang and Duanmu ), if we exclude word pairs that only differ in part of
speech; for example, we count xuexi ‘study’ (verb) and xuexi ‘study’ (noun) just
once, not twice. Given the fact that English and Chinese are two of the largest
languages in the world, it is unlikely that any other language has more than ,
morphemes.

Next we consider three notions: morpheme form (the consonants and vowels it
contains), form count (how many distinct forms there are), and homophone rate. If
we use the average sizes of consonant and vowel inventories in P-base, the result is
shown in ().

() Morpheme form, form count, and homophone rate, assuming an average
phoneme inventory size of eight vowels and twenty-two consonants
Morpheme count Morpheme form Form count Homophone rate
, CVC , ,/, = .
, CVCV , ,/, = .

If the average morpheme has the form CVC, there are , distinct forms, and the
homophone rate is .. If the average morpheme form is CVCV, then there are three
times as many distinct morpheme forms as needed.

The example shows that, given a limited number of morphemes to distinguish,
a language can easily come up with enough morpheme forms without using many
consonants and vowels. Therefore, it is natural that many possible sounds are

. How many sounds does a language need? 



not used, especially those that are more difficult, involving multiple features or
articulators.

. Where do features come from?

Let us close this chapter by considering a question that has generated much interest
and debate: Where do features come from? Let us consider three well-known
proposals (see Clements and Ridouane  for more views).

Chomsky and Halle (: ) propose that features are “substantive universals,”
mentally innate for all humans. This proposal intends to explain why a small set of
features seem to recur in the world’s languages. If every language comes up with its
own means to distinguish sounds, we should perhaps expect there to be a lot more
variation across languages.

Stevens (; ) proposes that features are physically universal, but not
mentally so. In particular, as an articulator moves along a phonetic dimension
(such as the backness of the tongue), the resulting acoustic change is smooth in
some regions but “quantal” in others. A quantal change is one where a small
movement of the articulator leads to a critical change in acoustic signal. Gestures
located on different sides of a quantal change are ideal for phonemic contrast,
because the acoustic difference is large and robust. Gestures located on the same
side of a quantal change are unsuitable for phonemic contrast, because the acoustic
difference is small. Gestures located too close to a quantal change are also unstable
for phonemic contrast, because the acoustic result is unstable.

Ladefoged () proposes yet a different view, according to which features are
phonetic scales. The set of scales are physiologically determined and available to all
languages, but each language is free to choose which scales to make use of, how many
contrastive degrees a scale is divided into, and where the dividing lines are. On this
view, feature scales are universal, but feature values are not, and nothing is mentally
innate (apart from a general reasoning ability).

The present study confirms some predictions of the innateness proposal: (i) the
number of features is small, (ii) all features are binary, and (iii) features can be
compared across languages. Indeed, the present study yields a feature system that is
simpler than the innateness proposal envisioned. Still, the innateness proposal
remains a hypothesis, and it is not the only way to explain the simplicity of the
feature system. In particular, the presence of features (as phonetic dimensions or
scales) could be physiologically determined but not mentally so. In addition, the use
of binary feature values can be attributed to two non-mental factors: (i) a language
does not need many phonemic contrasts, as discussed in the previous section, and
(ii) from a functional point of view, binary contrasts are more robust, whereas multi-
level contrasts are too complicated to be adopted by a speech community, especially
when simpler solutions are readily available.

 Concluding remarks



The quantal proposal remains a hypothesis, too. In addition, it is unclear how
many contrasts it predicts for each feature (phonetic dimension). Moreover, assum-
ing that different articulatory gestures can produce different acoustic effects, there is
no need to assume that every feature or gesture must rely on a quantal change.

The proposal of phonetic scales also fails to predict howmany degrees of contrast a
language can make use of in each feature; in fact, the proposal assumes no theoretical
limit in the first place. In addition, the proposal either overlooks or rejects a mapping
relation between feature values across languages—a relation the present study has
shown to be possible.

It is a remarkable discovery that all sounds in the world’s languages can be
represented by a small set of features. Indeed, two leading scholars, Ladefoged and
Halle (: ), consider it to be “the most fundamental insight gained during the
last century.” In addition, feature theory has remained “part of the heart of phon-
ology”, even though it has occasionally been set aside (Rice : ). Still, there is
much room to improve, and I hope the present study has made new progress.

. Where do features come from? 
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principle of simultaneity, 

quantal theory, 

radical (see also Root of the tongue under
articulators), , , 

Radical Underspecification, , , 
retroflex, , , , , , , , , ,

, , , , , , , ,
, , 

scale
see phonetic scale (feature scale)

secondary articulation, , , , , ,
, 

segmentation (of speech), , , , 
sibilant/non-sibilant, , , 
simultaneous articulations/gestures/features,

, , 
soft-palate (see also Velum under

articulators), 
sound class
defined, 

sound class (natural class), , , , , , ,
, , , , , , , , , , ,
, 

sounds (segments)
representations, 

step raising, , , , , 
stressed/unstressed, , , , , , , , ,

, , , , , , , 
Successive Division Algorithm, , ,

, 
syllabic consonant, , , , , , ,

, 

tense/lax (see also advanced tongue root),
, , , , , , , , , , , ,
, , , , , , , , , , 

timing slot (timing unit), , , , , ,
, , , , , , 

timing tier (X tier), 
tone, , , , , , , , , , 
contour, , , , , , , ,
, 

falling, , , , , 
high, , , , , 
level, , , , 
low, , , , 
representation, 
rising, , , , , , 
split, , 

tone features, , , , 
tongue blade (see also Tip of the tongue

under articulators), , , , , 
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triphthong, , , 
typographic convenience, 

underspecification
see feature specification

universal
feature, , 
grammar, 
rule, 
substantive, , 

unnatural class (see also sound classes), ,
, , 

uvular
as Body + Root, 

variation (allophonic/contextual/phonetic),
, , , , , , , , , ,
, , , , 

vocal cords/folds (see also Glottis under
articulators), , , , , , ,
, 

vowels
apical, 
basic, , , , , , , , ,
, , , , , , , , ,
, , , , , , , ,
, 

central, , , , , , , , , , , ,
, , , , , , , , , , , 

creaky, , 
extra-long, , , , , 
extra-short (overshort), , , , , ,

, , , , , 
feature representation, 
glottalized, , , , 
height, , , , , , , , , ,

, 
in P-base, 
in UPSID, , 
length, , , , , 
long, , , , , , , , , , , ,

, , , , , 
low, , , , , , , , , , , ,

, , , , , , , , 
non-syllabic, , 
pharyngeal, , , , 
retroflex, , , , , 
short, , , , , , , , , , 
two-height system, , , , , , , ,

, , , , , , , , , , 
voiceless, , , , , , 

VX (a heavy rime), 

X tier (timing tier), 
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